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ABSTRACT
The design and synthesis of multifunctionalized, architecturally
controlled polymers is a prerequisite for a variety of future
applications of polymeric materials. On the basis of Nature’s use
of self-assembly in the creation of biomaterials, this Account
describes concepts that were developed over the past 5 years that
utilize noncovalent interactions such as hydrogen bonding, ionic
interactions, electrostatic interactions, metal coordination, and π-π
stacking in modification of copolymer side-chains to obtain
multifunctional polymeric materials, induce polymer morphology
changes, and influence bulk-polymer properties.


Introduction
In a perspective article last year current research in
polymer chemistry was described as highly interdiscipli-
nary with a large number of new research foci ranging
from nanoscience to biorelated materials.1 Challenges in
polymer science have been changing dramatically over the
past two decades, specifically in the ever-expanding field
of polymer synthesis. In particular, three basic research
efforts have fascinated the synthetic polymer chemist
since the 1980s: (i) development of highly controlled and
living polymerization methods, (ii) investigations into new
catalysts that allow for full stereocontrol during polymer-
izations, and (iii) rapid synthesis of multifunctional co-
polymers. The first two research foci are still areas of
intense investigation but have resulted already in a


number of impressive accomplishments. Consider, for
example, the developments in controlled polymerization
methods. Twenty years ago the only widely useful living
polymerization method was ionic polymerization.2 Today,
polymerization methods such as ring-opening metathesis
polymerization (ROMP)3 and controlled radical polymer-
izations4 are standard methods in every polymer chemists’
synthetic repertoire. Similar advances in the design and
synthesis of stereospecific catalysts for a wide variety of
polymerization methods have been accomplished. Zie-
gler-Natta polymerizations, for example, can be carried
out in a highly stereoregular fashion using a wide variety
of early, and more recently, late transition metals.5


Another example is the stereoregular ring-opening po-
lymerization of lactides resulting in the formation of poly-
(lactic acid), an important biorenewal and biodegradable
polymer for biomedical applications.6 In contrast, the third
research focus, easy and rapid synthesis of multifunctional
copolymers, is lacking behind.


The syntheses of highly functional polymers and co-
polymers are key for a wide variety of materials applica-
tions ranging from organic light-emitting diodes to drug-
delivery vehicles and tissue engineering. Over the past
century, polymer scientists have used covalent approaches
to synthesize multifunctional polymers.2 While highly
successful, covalent chemistry is time consuming and
often low yielding and does not allow for the employment
of rapid prototyping and optimization methods. If Nature
would have used covalent chemistry for the development
of biopolymers such as DNA, RNA, and proteins, we might
not have the high degree of sophistication on earth today
that we take for granted. Nature uses other concepts in
addition to covalent chemistry to ‘screen’ biopolymers for
activity and optimize them. Nature’s principles are based
on a limited number of building blocks to achieve a high
degree of complexity in materials and rely on weak and
reversible interactions between building blocks to intro-
duce function and diversity.7 Nature utilizes these non-
covalent interactions to create vast libraries of biological
materials in a simultaneous multistep self-assembly pro-
cess that is reversible, selective, self-healing, and spon-
taneous. Over the past 20 years, polymer chemists have
started to learn how to mimic Nature’s use of noncovalent
chemistry in polymer science, resulting in the foundation
of supramolecular polymer science.


Supramolecular polymer chemistry started as an in-
dependent field in the 1980s mainly based on the work
of Jean-Marie Lehn.8 Since then, a number of research
groups have developed impressive strategies toward the
synthesis, characterization, and use of supramolecular
polymers. In general, the field can be divided into two
categories: (i) main-chain supramolecular polymer sci-
ence, i.e., the weak interaction(s) reside(s) in the polymer
backbone, thereby noncovalently connecting monomer
units, oligomers, and/or polymers, and (ii) side-chain
supramolecular polymers, i.e., the noncovalent interac-
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tion(s) is(are) used to either functionalize and/or cross-
link the covalent polymer backbone, thereby creating
highly functionalized polymers with tailorable properties.
This Account will concentrate on the second strategy, side-
chain-functionalized supramolecular polymers, and de-
scribe current approaches to noncovalently side-chain-
functionalized polymers with an emphasis on multi-
functionalization.


Homofunctionalization via Side-Chain
Self-Assembly
The self-assembly processes that govern Nature’s com-
plexity can be broken down into single types of nonco-
valent interactions working in unison to create complex
structures. One example is the zinc finger, which consists
of 30 amino acid residues forming two antiparallel â sheets
and an R helix held together by a zinc ion. While the
complicated morphology of a zinc finger might be hard
to mimic with a synthetic polymer, the underlying prin-
ciples governing structural biology can be utilized in
synthetic polymer chemistry. Polymer scientists initially
broke down Nature’s complexity by using a single non-
covalent interaction to functionalize polymeric receptors
with small molecule substrates. This strategy allowed for
the production of different types of homofunctional
polymers from the same generic polymeric precursor
(Scheme 1).


Homofunctionalization via Hydrogen Bonding
The majority of reports on the homofunctionalization of
polymers utilize hydrogen bonding as the assembly
mechanism.9,10 The versatility of hydrogen bonding in
polymer functionalization is owed primarily to the re-
sponsiveness of these bonds. Hydrogen bonds can be
manipulated with a variety of external stimuli, including
temperature, solvent, and pH.9 While single hydrogen
bonds are fairly weak (2-5 kcal/mol), arrays of multiple
hydrogen bonds can be significantly stronger with as-


sociation constants approaching 109 M-1 (in nonpolar
solvents) for some quadruple hydrogen-bonded structures
(Figure 1).9


Self-complementary systems, such as ureidopyrimi-
done (UPy2), are undesirable for polymer functionalization
since they result in the uncontrolled cross-linking of
polymers and not in the controlled functionalization of
the materials.9 Therefore, researchers have focused their
attention on non-self-complementary recognition pairs
such as the diaminopyridine:thymine (DAP:THY) interac-
tion, i.e., they have focused on hydrogen-bond arrays
originating from functional groups that have a low ten-
dency to self-dimerize in nonpolar solvents (Kd < 50 M-1).9


Kato and Fréchet led the early work on the hydrogen-
bonding-based functionalization of polymers to synthesize
liquid crystalline materials.11 While these studies are
instrumental to the field, they have been reviewed exten-
sively before11 and the field has moved to more general
functionalized systems ranging from nanomaterials to
biomimetic materials.12,13


Among the leading research groups working on side-
chain supramolecular polymer functionalization is the
group of Rotello. The majority of their contributions are
based on the noncovalent functionalization of polymers
with small molecules via hydrogen bonding. The Rotello
group coined the phrase “plug and play” to describe this
modular hydrogen-bonding functionalization strategy.15


The plug and play approach uses noncovalent synthesis
to expand organic polymers into functional composite
materials using a variety of small molecules for function-
alization which can be used to influence bulk material
properties.16 Among the first examples was the function-
alization of a diaminotriazine-bearing poly(styrene) (1)
with flavin (2) through a triple, non-self-complementary


Scheme 1. Noncovalent Synthesis of Different Polymers from a
Generic Polymer Backbone


FIGURE 1. Complementary hydrogen-bonding pairs frequently used
in supramolecular assemblies.
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hydrogen-bond array (Scheme 2).14 In this case, the
polymer morphology changed from a folded state (due
to triazine dimerization) to a fully unfolded state (1:(2)n)
upon introduction of flavin. In addition, by using spin
casting to kinetically trap host-guest complexes in poly-
(styrene) films, the Rotello group was able to demonstrate
the recognition of guests in various polymeric host
systems.15 This methodology was then expanded further
by Rotello into nanoscience with the development of the
“brick and mortar” strategy.17 For example, poly(styrene)s
(mortar) functionalized with terminal thymine groups
were hydrogen bonded to gold nanoparticles (bricks)
containing complementary diaminopyridine receptors.
These polymer-gold nanoparticle assemblies served then
as the basis for the exploration of multivalency in recogni-
tion-induced polymersomes (RIPs).17


Similarly, the research efforts of our laboratory focused
on rapidly optimizing materials via functional polymer
libraries. Our objectives were 2-fold: (i) employment of a
fully functional-group-tolerant and living polymerization
method that results in highly controllable and well-defined
polymers and (ii) use of a recognition unit that will allow
for high-yielding functional-group attachment during the
noncovalent functionalization steps. To achieve the first
objective we employed ROMP, a living and fully functional-
group-tolerant polymerization method.3 Objective two was
met with the introduction of N-butylthymine (NBT) onto
both diaminopyridine (3) and diaminotriazine polymeric
receptors (Scheme 3).18 These diaminopyridine- (3) and
diaminotriazine-functionalized polymers were then self-
assembled with thymine-based molecules to create highly
functionalized polymers (3:(NBT)n). The presence of the
polymer did not significantly impact the association
constant between the recognition partners, and it was
possible to tune the polymer properties by adding small
molecule substrates to the polymeric receptors.


While self-complementary hydrogen-bonding systems
are undesirable for polymer functionalization, such sys-
tems can be used to influence polymer morphology. Using
ROMP, the Sleiman group synthesized adenine-function-
alized copolymers that are able to fold into cylindrical
morphologies arising from the self-complementary of the
adenine units.19 A similar self-complementary backbone
was explored further with a series of triblock copolymers
containing diacetoamidopyridine and its complementary


dicarboximide.20 Sleiman reported that varying the triblock
sequence and ratio resulted in different self-assembled
architectures.20


Side-Chain Functionalization via Metal
Coordination
The second class of noncovalent interaction that has been
employed in supramolecular polymer functionalization is
metal coordination. Despite the extensive use of metal
coordination in main-chain supramolecular polymers,21


its use for the functionalization of side-chain supramo-
lecular polymers has been explored extensively only in the
past 5 years. While hydrogen bonding is a relatively weak
interaction, metal coordination is a significantly stronger
binding interaction and yet can still be manipulated by
external media, such as solvent and competitive coordi-
nating ligands. An obvious place to start investigating the
viability of polymerizable metal complexes and polymers
functionalized through metal coordination are pyridyl-
based systems, since a number of pyridine-based ligands
are commercially available and many pyridine-based
ligands can be structurally modified. Moreover, pyridyl-
based complexes are prominent as actors in various
materials including light-emitting materials and solar cells.
Specifically, bipyridines (bpy) and terpyridines (trpy) are
desirable since they can act as π acceptors to stabilize
various metal oxidation states and are known to coordi-


Scheme 2. Hydrogen-Bonding Recognition between Diaminotriazine-Functionalized Copolymer and Flavin


Scheme 3. Noncovalent Functionaliziation of Diaminopyridine-Based
Polymers with Complementary Thymine Substrates
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nate a variety of metals. We and others have explored the
polymerization behavior of various norbornene-based
transition-metal complexes containing bpy monomers
that can be polymerized via ROMP.22,23 Norbornene-based
monomers containing (tris-bpy)ruthenium(II) (5), (bis-
bpy)palladium(II) (6), and heterolyptic ruthenium com-
plexes (4) (Figure 2) were synthesized and polymerized.
Similarly, Ru(II) tris-bpy block copolymers synthesized by
Sleiman were found to self-assemble in acetonitrile/
toluene solutions into micellar aggregates with lumines-
cent properties similar to the monomeric analogues.22


While ROMP has been highly successful in producing
well-defined polymers containing pyridyl-based metal
complexes, other polymerization methods have also been
investigated. Tew and Schubert demonstrated the con-
trolled radical polymerization of trpy-containing mono-
mers to yield trpy-functionalized poly(styrene) and poly-
(acrylate) copolymers. Postpolymerization modification
via metal coordination of the copolymers proved to be a
versatile route to polymers functionalized with metal
complexes.24-27


Pincer-type complexes containing platinum-group met-
als have also become versatile tools in supramolecular
science.28 Van Koten and others used pincer complexes
as supramolecular synthons for a variety of applications
in supramolecular chemistry and catalysis.28 Covalent
tethering of pincer complexes to polymers can give rise
to versatile and responsive materials via simple nonco-
valent functionalization. In 2002, we reported the first
side-chain pincer-functionalized polymer (7) that could
be functionalized easily and quantitatively with pyridines
(9) and nitriles (10), resulting in formation of fully soluble
and highly functionalized metal-coordination polymers (8:
(9)n and 8:(10)n) (Scheme 4).29


While we and others have shown that rapid function-
alization of polymers can be accomplished via side-chain
self-assembly by either hydrogen bonding or metal coor-
dination, our ultimate goal lies in extending these tech-
niques to incorporate multiple functionalities for highly
complex materials. However, a reoccurring problem we
encountered in using poly(norbornene)s as scaffolds for
noncovalent polymer functionalization was an inability


to control the polymerization rate of endo/exo norbornene
mixtures. To overcome this problem, we employed iso-
merically pure exo-norbornene esters as monomers. We
not only obtained efficient and controlled polymerizations
of all functionalized monomers but also were able to
polymerize norbornenes containing Pd(II) pincer com-
plexes and/or diaminopyridine groups in a living fashion.30


This was an important step in advancing our methodology
into more complicated systems and enabled full archi-
tectural control in the next generation of noncovalently
functionalized polymers.


Multifunctionalization via Side-Chain
Self-Assembly
In the previous section we outlined some examples where
scientists have used noncovalent interactions to produce
homofunctional polymers. One remaining challenge is the
development of abiotic systems with nonbiological func-
tions that rival Nature’s complexity.8 An important prob-
lem in polymer chemistry is one that Nature probably
encountered a long time ago: production of multifunc-
tional polymeric architectures with narrow polydispersi-
ties. Years of research have been devoted to create
functional-group-tolerant catalysts and living polymeri-
zation techniques. However, such covalent approaches
often fall short of natural analogues that utilize nonco-
valent interactions. Therefore, we and others began to
envision noncovalent multifunctionalization strategies as
simple alternatives to covalent approaches toward mul-
tifunctional polymers.


A number of groups have taken advantage of multiple
types of noncovalent interactions to produce supramo-
lecular structures based on both natural and non-natural
recognition motifs. Metal coordination in concert with
hydrogen bonding has been used to synthesize dendrim-
ers31 and supramolecular polymers.32 Both hydrogen-
bonding and ionic interactions have been used in the
synthesis of thermotropic liquid crystals,33 self-organizing
polymeric materials,34 interwoven supramolecular arrays,35


electrochemical switchable dyes,36 molecular elevators,37


and functionalized surfaces.38


While these are examples of supramolecular structures
formed through multiple types of noncovalent interac-
tions, use of different types of interactions on the side-
chains and in the main-chains of polymers was not
demonstrated when we started investigating this strategy
6 years ago.13 This was surprising given that noncovalently
functionalized copolymers can potentially minimize many
of the problems associated with traditional covalent
copolymer synthesis.39 For instance, multiple functional-
ities can be introduced noncovalently onto a copolymer
with few side reactions. Side reactions that might occur
can be corrected since the multifunctionalized polymer
has the ability to “self-heal”. We envisaged a strategy that
would allow for functionalization of a single polymer
backbone bearing noncovalent receptors with different
types of substrate motifs (Scheme 5), thereby creating fully
functionalized copolymers fast and efficiently.


FIGURE 2. Bipyridine-containing polymers reported in the literature.


Functionalization of Polymeric Scaffolds South et al.


66 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 40, NO. 1, 2007







In our laboratories the use of multiple noncovalent
interactions to functionalize a single polymer backbone
has proven to be an exciting new route to densely
functionalized random and block copolymers as well as
terpolymers. In a series of reports,13,40-47 we were able to
functionalize polymers bearing two or three complemen-
tary noncovalent receptors and/or hosts with their cor-
responding substrates and/or guests. We examined in
detail different strategies for obtaining densely function-
alized polymers, including the use of (i) two different
hydrogen-bonding motifs, (ii) both weak and strong
hydrogen-bonding motifs in concert with metal coordina-
tion, and (iii) ionic interactions combined with metal
coordination and/or hydrogen bonding. Our goal in all
of these endeavors was to develop a generalized route to
highly functional polymers. Of foremost concern was the
orthogonality of the functionalization sequence. Keeping
this in mind, we designed and synthesized several poly-
meric scaffolds that can accommodate a variety of non-
covalent functionalities that interact very little, if any, with
neighboring groups. This allowed us to modify the order
of the postpolymerization functionalization steps as well
as achieve a rapid, one-pot functionalization in many
cases (Scheme 6).


Polymer Multifunctionalization via Self-Sorting
First, we examined the possibility of using different
hydrogen-bonding recognition processes to functionalize
copolymers using the same type of interaction through a
process known as “self-sorting” (molecules that specifi-
cally associate with themselves: narcissistic molecules48 or
other molecules: social molecules49 through noncovalent
interactions in the presence of other competitive nonco-
valent forces are referred to as “self-sorting” molecules).
Hallmark examples of hydrogen-bonding “self-sorters” are
the biopolymers DNA and RNA that are able to match base
pairs with very few mistakes along a polymeric backbone,


Scheme 4. Formation of Polymeric Liquid Crystals through the Noncovalent Functionalization of Pincer-Containing Homopolymers


Scheme 5. Noncovalent Approach to Different Copolymers from a
Generic Polymer Backbone


Scheme 6. Generalized Orthogonal Route to Multifunctional
Polymersa


a Addition of substrate with (a) recognition type I; (b) recognition type
II; (c) one-pot addition of both substrates.
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despite the presence of competing nonspecific hydrogen-
bonding interactions. Isaacs and co-workers found that
many molecular systems are capable of “self-sorting”.50


On the basis of the incredible fidelity of small molecule
“self-sorters” and biomacromolecular “self-sorters” like
DNA and RNA, we decided to investigate unnatural,
polymeric “self-sorters”. The “self-sorting” processes we
chose to study along polymer backbones were the as-
sociation between thymine (THY) and diaminopyridine
(DAP) through DAD-ADA triple hydrogen-bond arrays and
association between cyanuric acid (CA) and isophthalic
wedge-type receptors (Wedge) through DAD-ADA sextuple
hydrogen-bond arrays (Scheme 7).


A potential challenge for achieving “self-sorting” in
polymer solutions is overcoming competitive interactions
beyond those that exist in dilute small molecule solutions
because of a high local concentration of competitive
noncovalent interactions along a polymer chain. Despite
this obstacle, we found that in both block and random
copolymers (11) bearing competitive hydrogen-bonding
receptors “self-sorting” can be achieved, i.e., two competi-
tive recognition pairs along a polymer backbone are able
to recognize each other with high fidelity (Scheme 8).43


In addition to the observation of “self-sorting” in
supramolecular polymers, we also investigated the pos-
sibility of using two competitive hydrogen-bonding in-
teractions to achieve stepwise site-specific polymer mul-
tifunctionalization. We studied the addition of diamino-
pyridine (DAP) to a random copolymer (11) containing
both cyanuric acid and thymine receptors. While the
thymine is the target receptor for DAP, cyanuric acid is
also able to hydrogen bond with DAP via a triple hydrogen-


bond-based interaction, thereby competing with the
thymine receptors. Using 1H NMR spectroscopic titration
experiments we established that DAP and the cyanuric
acid receptors are indeed interacting with each other
through a mismatch that could be relieved upon addition
of Wedge to the mixture, resulting in the fully functional
copolymer (11:(DAP)n(Wedge)m).


Our unnatural polymeric “self-sorters” behave similarly
to biomacromolecular analogues such as DNA or RNA.
Despite the presence of very high local concentrations of
competitive hydrogen-bonding actors along the polymer
backbones, we observed that highly specific hydrogen-
bonding interactions prevail over nonspecific mismatches.
Clearly, polymeric “self-sorting” functions as an efficient
means for obtaining multifunctional polymers at the very
least and serves as an interesting example of how tools
used by Nature can potentially be translated to synthetic
systems.


Polymer Multifunctionalization via Metal
Coordination and Hydrogen Bonding
We hypothesized that a more modular polymer function-
alization strategy could be realized through the use of two
unique types of molecular recognition that would not
interfere with each other, such as metal coordination and
hydrogen bonding. We demonstrated that random co-
polymers (12) bearing side-chains with Pd(II) pincer
complexes and diaminopyridine receptors could be func-
tionalized with pyridines (Pyr) (through metal coordina-
tion) and thymines (NBT) (through DAD-ADA hydrogen-
bond arrays) by both stepwise and one-step, orthogonal
synthetic strategies (Scheme 9).41


This multicomponent functionalization strategy was
found to be efficient, and fully functionalized random
copolymers could be easily obtained. Most importantly,
characterization of the functionalized polymers proved
facile. The lack of interference between the two function-
alized side-chains could be established by 1H and 13C NMR
spectroscopy experiments. Figure 3 shows an example of
a 1H NMR spectroscopic characterization of the one-pot
functionalization strategy. The R-pyridyl signals display a
marked upfield shift upon coordination, and the imide
proton signal originating from the thymine substrate


Scheme 7. Self-Sorting, Mismatching, and Self-Repair in Triple
DAD-ADA and Sextuple DAD-ADA Hydrogen-Bond Arrays


FIGURE 3. Stacked plot of a partial 1H NMR spectrum (400 MHz,
298 K, CD2Cl2) used to characterize the copolymer functionalization:
(A) Pyr, (B) NBT, (C) 12, and (D) fully functionalized 12:(Pyr)m(NBT)n.
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displays a characteristic downfield shift upon hydrogen
bonding to the diaminopyridine receptor.


The orthogonality of combining pincer-type metal
coordination and hydrogen bonding was tested through
an examination of the association constants between
receptors and substrates. We found that association
constants (Kas) for the hydrogen-bonding event between
diaminopyridine receptors (12, 12:(Pyr)m) and thymine
substrates (NBT) to be approximately 500 M-1 (in CH2-
Cl2) regardless of whether or not pyridines (Pyr) were
assembled onto pincer complexes. Likewise, the assembly
of the hydrogen-bonding units did not affect subsequent
metal coordination steps. In contrast to our previous “self-
sorting” experiments, the use of metal coordination and
hydrogen bonding provides an efficient platform for


obtaining polymers with functional groups that can be
manipulated independently by external stimuli.


Afterward, we extended the orthogonal multifunction-
alization strategy from random to block copolymers.46 We
found that in the case of a thymine-functionalized block
copolymer receptor (13) association constants for forma-
tion of ADA-DAD hydrogen-bond arrays between the
thymine receptor and DAP substrate were slightly lower
than those observed for polymeric diaminopyridine re-
ceptors (12) functionalized with THY substrates which can
be attributed to the greater degree of self-association of
the thymine receptor verses the diaminopyridine receptor.
However, the independence of the two recognition events
remained intact, and an orthogonal functionalization
(Scheme 10) could be achieved just as in the previous


Scheme 8. Stepwise and One-Pot (“self-sorting”) Functionalization of Copolymersa


a Reagents: (a) diaminopyridine (DAP); (b) isopthalic wedge (Wedge); (c) DAP and Wedge, one pot.


Scheme 9. Stepwise and One-Step Orthogonal Functionalization of Copolymers through Metal Coordination and Hydrogen Bondinga


a Reagents: (a) N-butylthymine (NBT); (b) pyridine (Pyr), AgBF4; (c) N-butylthymine (NBT), pyridine (Pyr), AgBF4, one step.
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study. Therefore, we concluded that both block and
random copolymers are excellent candidates for obtaining
multifunctional polymers through a combination of metal
coordination and hydrogen bonding.


Polymer Multifunctionalization via
Hydrogen-Bonding and Ionic Interactions
We reasoned that other types of interactions such as
Coulombic forces could also be used in our orthogonal
multifunctionalization strategy. Our hypothesis was that
the combination of hydrogen-bonding and ionic interac-
tions would be an interesting new route to bifunctional
ionomers. We found that bifunctional ionomers based on
diaminopyridine and thymine recognition partners and
ammonium salts could be synthesized through stepwise
or one-step orthogonal strategies (Scheme 11).47 Most
importantly, the presence of the ionic complex does not
interfere with the hydrogen-bonding strength of the DAP:


THY pair and the hydrogen-bonding interactions do not
impede ion exchange. These results demonstrate that
noncovalent synthetic strategies based on two recognition
events are not limited to metal coordination and hydrogen
bonding.


Polymer Multifunctionalization via Metal
Coordination and Pseudorotaxane Formation
Our initial noncovalent, orthogonal polymer functional-
ization strategies relied either on metal coordination or
Coulombic interactions with a high association constant
(Ka) and a hydrogen-bonding process with a lower Ka or
on two hydrogen-bonding recognition events. While these
combinations are certainly suitable for some applications,
such as cross-linked materials,42 other applications require
two strong interactions in order to truly rival a covalently
functionalized copolymer analogue. Thus, we developed
such a system by combining the Pd(II) pincer-type metal


Scheme 10. Block Copolymer Functionalization through Metal Coordination and Hydrogen Bondinga


a Reagents: (a) DAP; (b) pincer complex (Pinc); (c) DAP, Pinc, one pot.


Scheme 11. Copolymer Functionalization through Ion Exchange and Hydrogen Bondinga


a Reagents: (a) NBT; (b) sodium dodecyloxyphenate (SDP); (c) NBT and SDP.


Functionalization of Polymeric Scaffolds South et al.


70 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 40, NO. 1, 2007







complex with the interaction between dialkylammonium
ions and crown ether macrocycles. Specifically, we intro-
duced the well-known pseudorotaxane formed between
dibenzo[24]-crown-8 and dibenzylammonium ions onto
a block copolymer backbone that also housed a Pd(II)
pincer complex.44 Again, we found that this new approach
is a highly versatile polymer functionalization strategy in
which polymer backbones could be functionalized with
pyridines and/or dibenzylammonium ions site-specifically
(Scheme 12). Most importantly, we found strong associa-
tion constants (Ka > 109 M-1 for metal coordination and
Ka ≈ 105 M-1 for pseudorotaxane formation in CH2Cl2) for
both recognition processes and proved that both recogni-
tion pairs are independent of one another.


Noncovalent Terpolymer Functionalization
Having demonstrated that a new, more complicated type
of interaction can be used to functionalize block copoly-
mers, we expanded this system to functionalize terpoly-
mers (Figure 4).45 For this study, we used metal coordi-
nation, pseudorotaxane formation, and hydrogen-bonding
arrays. A stepwise functionalization strategy was used to
reach the fully functional terpolymer 16. We investigated
the Ka values for the formation of each receptor:guest
complex in CH2Cl2. In the case of pincer complexation,
we found the Ka to be greater than 109 M-1. Association
constants for pseudorotaxane formation were approxi-
mately 105 M-1, while association constants for the weaker
interaction between diaminopyridine receptors and thym-


Scheme 12. Noncovalent Polymer Functionalization through Metal Coordination and Pseudorotaxane Formationa


a Reagents: (a) DBA-BArF; (b) AgBF4, Pyr (-AgCl); (c) DBA-BArF, AgBF4, Pyr (-AgCl).


FIGURE 4. Noncovalently functionalized terpolymer.
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ine substrates were found to be approximately 103 M-1.
In this study, we also investigated the effect of recognition
unit density along the polymer backbone and found no
correlation between recognition unit density and bond
strength. The results of this study demonstrate that (i) a
noncovalent synthetic strategy can be successfully applied
to polymers bearing more than two functionalities and
(ii) the relative functional unit density can be varied
without a decrease in binding affinities between receptor
and substrate, potentially allowing for production and
optimization of a catalog of tailorable materials.


Cross-Linking
The possibility of obtaining functional materials using our
noncovalent functionalization strategies is key for the
success of this methodology.42 Our first goal was to
produce both densely cross-linked and densely function-
alized polymers using exclusively noncovalent side-chain
interactions (Scheme 13). One advantage of combining
both metal coordination and hydrogen-bonding contain-
ing materials is that the dynamics of each interaction can
be co-opted individually or in concert with the other to
obtain a variety of polymers responsive to a catalog of
external stimuli, including temperature, pH, solvent,


polymer concentration, and competitive metal-coordinat-
ing ligands. For example, when hydrogen bonding is used
to cross-link polymers and pincer-type metal coordination
to functionalize the side-chains of the resulting cross-
linked arrays, it is possible to break up the cross-links
thermally and yet maintain the integrity of the metal
complex. On the other hand, when metal coordination is
used to cross-link polymers and hydrogen bonding for the
functionalization, the cross-links can be reversed by the
addition of PPh3, which coordinates stronger to the Pd-
(II) pincer complex than pyridine.


Polymer multifunctionalization can often be difficult
to achieve with traditional covalent synthetic strategies
due to incompatibilities between functional groups and
polymerization methods, interferences among functional
groups, and differences in comonomer reactivity ratios.
Over the past 5 years we have shown that a viable solution
to these three common problems is employment of
noncovalent synthetic strategies to produce multifunc-
tional polymers. Using this approach, multifunctional
polymers can be easily obtained with the use of hydrogen-
bonding self-sorters, copolymer receptors bearing hydro-
gen-bonding and metal coordination recognition units or
ionic complexes, and copolymer receptors bearing hy-


Scheme 13. Noncovalent Synthetic Approach to Functionalized, Cross-Linked Polymersa


a Reagents: (a) NBT, AgBF4, 18; (b) 19, AgBF4, Pyr.
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drogen-bonding and pseudorotaxane recognition units.
Moreover, these synthetic strategies not only are limited
to two recognition types but can be extended to higher
orders of functionalization. Finally, we have proven that
these approaches can be applied to materials chemistry
by fabricating highly responsive and densely functional-
ized cross-linked polymers.


Conclusion and Outlook
In this Account we described strategies for obtaining
densely functionalized polymers through noncovalent
synthetic strategies. Noncovalent interactions such as
hydrogen bonding, ionic interactions, metal coordination,
electrostatic interactions, and π-π stacking can be used
individually or in concert with one another to obtain
homofunctionalized or multiply functionalized polymers.
These noncovalent synthetic strategies can be advanta-
geous over covalent analogues for several reasons: (i)
noncovalently functionalized polymers have the ability to
self-heal due to the reversibility of noncovalent bonds, (ii)
a generic polymer backbone can be used to obtain a
library of fully functionalized polymers, (iii) several dif-
ferent types of noncovalent interactions are orthogonal
to one another, while many covalent modifications are
not, and (iv) such polymers are highly responsive to
external stimuli. Aside from simply adding functionality
to a polymer, this approach also allows for the tuning of
bulk properties such as morphology or the degree of cross-
linking. The research efforts described in this Account
clearly demonstrate the potential of noncovalently func-
tionalized polymers and have certainly laid the ground
work for future endeavors in this area. The real test will
be the synthesis of materials for specific applications and
examination of the materials performance in devices. A
few examples have already emerged with good results. Our
future research emphasis will follow this trend by examin-
ing the influence of noncovalent functionalities on bulk-
polymer properties and test noncovalently functionalized
materials in applications.
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ABSTRACT
The experimental technique and applications of ultrafast two-
dimensional infrared (2D IR) vibrational echo spectroscopy are
presented. Using ultrashort infrared pulses and optical heterodyne
detection to provide phase information, unique information can
be obtained about the dynamics, interactions, and structures of
molecular systems. The form and time evolution of the 2D IR
spectrum permits examination of processes that cannot be studied
with linear infrared absorption experiments. Three examples are
given: organic solute-solvent complex chemical exchange, dy-
namics of the hydrogen-bond network of water, and assigning
peaks in an IR spectrum of a mixture of species.


I. Introduction
Ultrafast 2D IR vibrational echo spectroscopy1-11 is an
ultrafast IR analog of 2D NMR12 that directly probes the
structural degrees of freedom of molecules.13 The 2D IR
vibrational echo technique involves a three-pulse se-
quence that induces and then probes the coherent evolu-
tion of excitations (vibrations) of a molecular system. The
first pulse in the sequence causes vibrational modes of a
molecular ensemble to initially “oscillate” with the identi-
cal phase. The later pulses generate observable signals that
are sensitive to changes in environments of individual
molecules during the experiment, even if the aggregate
populations in distinct environments do not change. For
example, formation and dissociation of molecular com-
plexes under thermal equilibrium conditions can be
observed. The 2D IR vibrational echo spectrum can also
display intramolecular interactions and dynamics that are


not observable in linear vibrational absorption experi-
ments. A critical difference between the 2D IR and NMR
variants is that the IR pulse sequence is sensitive to
dynamics on timescales 6-10 orders of magnitude faster
than the NMR pulse sequence.


2D IR vibrational echo spectroscopy has several char-
acteristics that make it a useful tool for the study of
problems involving rapid dynamics under thermal equi-
librium in condensed phases, e.g., fast chemical exchange
reactions, solute/solvent interactions, water dynamics, and
intramolecular interactions. Such problems are important
and ubiquitous in nature and difficult to study by other
means. 2D IR vibrational echo experiments have temporal
resolution < 50 fs, which is sufficiently fast to study the
fastest chemical processes. In contrast to electronic
excitation, the vibration excitation associated with 2D IR
experiments produces a negligible perturbation of a
molecular system that does not change the chemical
properties of the samples. 2D IR experiments can also be
useful as a tool for chemical structural analysis by reveal-
ing the relationship among different mechanical degrees
of freedom of a molecular14,15 or biomolecular system.3,10,16


2D IR vibrational echo experiments have been successfully
applied to study fast chemical exchange reactions and
solution dynamics,9,17,18 water dynamics,19,20 hydrogen
network evolution,6 intramolecular vibrational energy
relaxations,5 protein structures and dynamics,3,10,16,21 and
mixed chemicals analysis.15


In 1995 an Accounts of Chemical Research article was
published22 summarizing recent fast condensed phase
vibrational echo experiments.1,23,24 The experiments were
1D with a time resolution of ∼1 ps. Since those first
experiments, the field has advanced greatly. Vibrational
echoes have gone multidimensional with full phase in-
formation, significantly increasing the types of information
that can be obtained. Furthermore, tabletop laser systems
now provide sub 50 fs IR pulses, making 2D IR vibrational
echo spectroscopy increasingly available to a wide range
of researchers. In this Account we will first introduce the
experimental technique and then describe its applications
in the study of chemical exchange reactions,9,18 water
dynamics,19 and chemical analysis.15 Interesting topics that
are not covered here are experiments by Tokmakoff and
co-workers on the coupling between vibrational modes,14


population relaxation,5 and structure and dynamics of
proteins,10 experiments by Hochstrasser and co-workers
on solution dynamics of small molecules,25 hydrogen-
bond chemical exchange,17 and small peptide models of
biological systems,26 experiments by Zanni and co-workers
on fifth-order vibrational echo spectroscopy8 and mem-
brane peptides,7 and experiments by Fayer and co-workers
on hydrogen-bonded oligomers,6 nanoscopic water,27 and
protein structure and dynamics.16,28


II. Experimental Method
In a 2D IR vibrational echo experiment three ultrashort
IR pulses tuned to the frequency of the vibrational modes
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of interest are crossed in the sample. Because the pulses
are very short, they have a broad bandwidth, which makes
it possible to simultaneously excite a number of vibra-
tional modes or a very broad spectral feature such as the
hydroxyl stretch band of water. The times between pulses
1 and 2 and pulses 2 and 3 are called τ and Tw, respectively
(see Figure 1; a time period refers to the time between
the pulse peaks). At a time e τ after the third pulse, a
fourth IR pulse is emitted in a unique direction. This is
the vibrational echo, the signal in the experiments. The
vibrational echo is the infrared vibrational equivalent of
the magnetic resonance spin echo29 and the electronic
excitation photon echo.30 Before going into more quan-
titative detail, a qualitative description is given of how the
vibrational echo pulse arises and how it is possible to
obtain phase information, not just the intensity, from the
vibrational echo.


The first pulse in the sequence places the vibrational
oscillators into a coherent superposition state of the
vibrational ground state (0) and vibrational first excited
state (1) with all of the oscillators initially oscillating in
phase. The initial macroscopic phase relationships among
the oscillators decay rapidly. This is called free induction
decay. The phase relationships can decay for a number
of reasons. Several peaks in the IR spectrum may be
excited. These are at different frequencies, so the vibra-
tional oscillators oscillate at different intrinsic frequency.
Even for a single mode, molecules in different environ-
ments, e.g., different local solvent structures, will have
different oscillator frequencies, which is called inhomo-
geneous broadening. In addition, there are dynamic
interactions with the environment, e.g., local solvent
structure fluctuations, which cause the frequency of a
given oscillator to evolve in time. These frequency fluctua-
tions are called dynamic dephasing and spectral diffusion.
The rest of the pulse sequence can preserve information
about the phase relationships that are seemingly lost
during the free induction decay. Only the spectral diffu-
sion at sufficiently long time can totally destroy the phase
relations among the oscillators that cannot be recovered
by the rest of the pulse sequence. However, even then,
the signal is not zero because the initial two pulses also
set up a spatial relationship among the oscillators that
contributes to the signal.


The second pulse in the sequence stores the phase (and
spatial) information induced by the first pulse as a
complex frequency and spatial pattern of differences of
the populations of the 0 and 1 vibrational states. After the
waiting period, Tw, the third pulse again generates coher-
ent superposition states of the oscillators. Initially the
oscillators are not in phase, but the pulse sequence
initiates a rephasing process.29 At a time e τ after the third
pulse, the vibrational oscillators are again oscillating in
phase. Each vibrational oscillator has associated with it a
microscopic oscillating electric dipole. When rephasing
has occurred and all of the oscillators are in phase, the
sample has a macroscopic oscillating electric dipole. A
macroscopic oscillating electric dipole emits radiation,
which is the source of the vibrational echo. The vibrational
echo pulse is short because the oscillators again get out
of phase just as they did after the first pulse.


Both the intensity of the 2D vibrational echo pulse and
its time structure contain important information. If the
echo pulse is sent directly into an IR detector, its intensity
is measured but phase information is lost. Phase informa-
tion is obtained by allowing the vibrational echo pulse to
interfere with another pulse, called the local oscillator.
Interference can provide phase information just as in a
spatial interference pattern created by two crossed laser
beams. In a spatial interference pattern, the fringe pattern
is observed as a spatial variation in the intensity, which
gives information on the phase relations of the electric
fields of the two beams. In the heterodyne-detected
vibrational echo experiments, the local oscillator pulse and
the vibrational echo pulse are collinear and phase infor-
mation is obtained by observing the interference pattern
(interferogram) as a function of time.


In a dynamic system, the first laser pulse “labels” the
initial structures of the species in the sample. The second
pulse ends the first time period τ and starts clocking the
“reaction time”, during which the “labeled” species ex-
perience population dynamics. The third pulse ends the
population dynamics period of length Tw and begins a
third period of length eτ, which ends with emission of
the echo pulse. The echo signal reads out the information
about the final structures of all “labeled” species. There
are two types of time periods in the experiment. The
periods between the pulses 1 and 2 and between pulse 3
and the echo pulse are called coherence periods. During
these periods the vibrations are in coherent superpositions
of two vibrational states. Fast vibrational oscillator fre-
quency fluctuations induced by fast structural fluctuation
of the system cause dynamic dephasing, which is one
contribution to the line shapes in the 2D spectrum. During
the period Tw between pulses 2 and 3, called the popula-
tion period, a vibration is in a particular state not a
superposition state. Slower structural fluctuations of the
system, spectral diffusion, contribute to the 2D line
shapes. Other processes during the population period also
produce changes in the 2D spectrum. For example,
chemical exchange can occur in which two species in
equilibrium are interconverting one to the other without
changing the overall number of either species. Chemical


FIGURE 1. Schematic of the ultrafast 2D vibrational echo spec-
trometer showing the wave vectors (ki) and the vibrational echo
pulse sequence.


Ultrafast 2D IR Vibrational Echo Spectroscopy Zheng et al.


76 ACCOUNTS OF CHEMICAL RESEARCH / VOL. 40, NO. 1, 2007







exchange causes new peaks to grow in as Tw is increased.
In an experiment, τ is scanned for fixed Tw. The recorded
signals are converted into a 2D vibrational echo spectrum.
Then Tw is increased and another spectrum is obtained.
The series of spectra taken as a function of Tw provides
information on dephasing, spectral diffusion, and popula-
tion dynamics.


A 2D IR vibrational echo experimental setup is il-
lustrated schematically in Figure 1. Briefly, three succes-
sive ultrashort IR pulses with wave vectors (propagation
directions) k1, k2, and k3 are applied to the sample to
induce the subsequent emission of the time-delayed
vibrational echo in a distinct direction (ke ) - k1 + k2 +
k3). The IR pulses (∼50 fs) are produced using a regen-
eratively amplified Ti:Sapphire laser-pumped optical para-
metric amplifier system.31 The vibrational echo pulse is
detected with frequency and phase resolution by interfer-
ing it with a fifth (local oscillator) pulse, and the combined
pulses are dispersed in a monochromator and then
detected with a 32-element MCT IR array detector. As
discussed above, the function of the local oscillator is to
phase resolve (through the interferogram between the
echo and local oscillator) and optically heterodyne amplify
the vibrational echo signal.


A simple example is given in Figure 2 for the hydroxyl
stretch (OD) of phenol-OD in CCl4. Figure 2a shows the
linear FT-IR absorption spectrum of the OD stretch. There
is a single peak. In the 2D vibrational echo spectrum, there
are two frequency axes, which require two Fourier trans-
forms of the time domain data to convert the time
structure of the echo into 2D frequency data. As shown
in Figure 1, the vibrational echo pulse, which is overlapped
with the local oscillator (LO) pulse, is passed through the
monochromator. Taking the spectrum of the pulse is an
experimental Fourier transform. Thus, one of the two
Fourier transforms is performed by the monochromator
to provide the vertical axis in the spectrum, ωm (m for
monochromator, see Figure 2c). The other axis is obtained
by scanning τ. Scanning τ produces an interferogram (see
Figure 2b) as the echo pulse changes its phase relationship
relative to the fixed LO pulse. There is one interferogram
for each frequency on the ωm axis for which there is signal.
The numerical Fourier transforms of these τ scan inter-
ferograms provide the ωτ axis. The data S(ωτ,Tw,ωm)are
then plotted for each Tw in three dimensions, the ampli-
tude as a function of both wt and ωm. Details of the
method including phase error corrections have been
presented.4,31


In Figure 2c there is a positive going peak (red) on the
diagonal (dashed line) and a negative going peak (blue)
off diagonal. The frequency of the first interaction of the
radiation field (first pulse) with the vibration is the
frequency on the ωτ axis. The frequency of the third
interaction (third pulse), which is also the frequency of
the echo emission, is the frequency on the ωm axis. If ωm


) ωτ, the peak is on the diagonal. This is the situation for
the red peak in Figure 2c, which corresponds to the 0-1
vibrational transition of the hydroxyl stretch. In Figure 2c
each contour is a 10% change in amplitude. The blue off-


diagonal peak involves the 1-2 transition. The first
interaction produces a coherent superposition state of the
0-1 transition. One of the quantum pathways for the
second interaction (second pulse) is to produce a popula-
tion in the 1 state (first vibrationally excited state). Then
the third pulse can couple the 1 state to the 2 state and
produce a coherent superposition of 1 and 2. This results
in the vibrational echo being emitted at the 1-2 transition
frequency, which is shifted to lower frequency than the
0-1 transition by the vibrational anharmonicity. There-
fore, the ωτ frequency is the 0-1 frequency (2670 cm-1),
but the ωm frequency is the 1-2 frequency (2570 cm-1).
The off-diagonal anharmonicity peak is negative going
because there is a 180° phase shift in the echo pulse
electric field relative to the 0-1 echo. The spectrum in
Figure 2c is for Tw ) 16 ps, a long time compared to the
time scale of solvent fluctuations in this system. Therefore,
spectral diffusion is complete, and the peaks in the 2D
spectrum are symmetrical, essentially round. At short
time, the peaks are elongated along the direction of the
diagonal. The elongation is the signature of inhomoge-
neous broadening. As discussed below in connection with


FIGURE 2. (a) FTIR spectrum of the hydroxyl stretch (OD) of phenol
in CCl4. (b) An interferogram obtained by scanning τ for a particular
wavelength ωm. (c) 2D IR spectrum of the hydroxyl stretch of phenol
in CCl4 at Tw ) 16 ps.
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experiments on water, the change in shape with increasing
Tw measures spectral diffusion and, thus, the structural
evolution of the system.


III. Applications
A. Solute-Solvent Complexes and Chemical Exchange.
The simplest view of a solute in a liquid solvent is to treat
the solvent as a featureless dielectric continuum. A much
better description involves the use of a radial distribution
function. The radial distribution function describes the
probability of finding a solvent molecule some distance
from the solute. This model is responsible for the picture
of solvent shells surrounding a solute. However, solute and
solvent molecules have anisotropic intermolecular inter-
actions that can give rise to well-defined solute-solvent
complexes that are not accounted for by a radial distribu-
tion function. For organic solute-solvent systems, inter-
molecular interactions are generally relatively weak, a few
kcal/mol. Such weak interactions will produce solute-
solvent complexes that are short lived.9,11,18 Although short
lived, the dissociation and formation of organic solute-
solvent complexes can influence chemical processes such
as reactivity.


Organic solute-solvent complexes are in equilibrium
between the complex form and the free solute form.
Because formation and dissociation occurs on a picosec-
ond time scale, until recently it has not been possible to
observe the chemical exchange process between the two
forms of the solute. To discuss the method by which 2D
IR vibrational echo spectroscopy can study chemical
exchange, it is sufficient to focus on the 0-1 region of
the spectrum. Identical considerations apply to the 1-2
region, and analysis of the 1-2 region can provide
additional information.9


Figure 3 illustrates the influence of chemical exchange
on the 2D vibrational echo spectrum. Two species, A and
B, with vibrational transition frequencies, ωA and ωB, are
in thermal equilibrium. Figure 3a shows the spectrum at
short time prior to chemical exchange. There are two
peaks on the diagonal: one for species A and one for
species B. Figure 3b shows what would happen if A goes
to B. The left part of the spectrum is a schematic
representation of the combined quantum pathways that
lead to the signal.32 A dashed arrow represents a coherence
(coherent superposition state) produced by a radiation
field. The solid arrow represents a population, and the
curved arrow represents the vibrational echo emission.
The first pulse produces coherence between the states of
species A at frequency ωA. After time τ, the second pulse
produces a population. There are several pathways, and
a population can be produced in either the ground state
(0) or the first excited state (1). During the period Tw some
A’s turn into B’s (A f B). The third pulse again produces
coherence, but it is coherence of species B at ωB followed
by echo emission at ωB. Because the first interaction
(frequency on the ωτ axis) is at ωA but the last interaction
and echo emission (frequency on the ωm axis) is at ωB, an


off-diagonal peak is generated as shown in the right
portion of Figure 3b.


Figure 3c shows what happens if B’s turn into A’s (B
f A). The first pulse makes a coherence between the 0
and 1 states of B at frequency ωB. The second pulse makes
a population on B. If during the period Tw some B’s turn
into A’s, the third pulse produces a coherence of species
A and echo emission from A at frequency ωA. Because the
first interaction is at ωB and the last interaction and
emission is at ωA, a peak is generated off diagonal as
shown in the right portion of Figure 3c. In a real system
A and B are in equilibrium. Therefore, the number of A’s
turning into B’s in a given time period is equal to the
number of B’s turning into A’s. As shown in Figure 3d,
the result is to produce two off-diagonal peaks. Because
some A’s and B’s may not have undergone chemical
exchange or may have undergone chemical exchange but
reverted back to the original species prior to the third
pulse, there are also diagonal peaks. The model spectrum
in Figure 3d is the spectrum for a time long compared to
the chemical exchange time, while the spectrum in Figure
3a is for a time short compared to the chemical exchange
time. The rate of chemical exchange can be determined
by observing the growth of the off-diagonal peaks in the
2D vibrational echo spectrum.9,11,17,18


Figure 4a displays the spectrum of the hydroxyl OD
stretch of phenol in a mixed solvent of benzene (20 mol
%) and CCl4 (80 mol %). The high-frequency peak is the
free phenol (see Figure 2a). The low-frequency peak is the
phenol benzene complex.9 The structure of the complex,


FIGURE 3. Schematic illustrations of the observation of chemical
exchange between two species A and B. (a) At short time prior to
chemical exchange, the two species give two peaks on the diagonal.
(b) If some A turns into B, an off-diagonal peak will develop. (c) If
some B turns into A, the opposite off-diagonal peak develops. (d)
At equilibrium, as much A turns into B as B turns into A, and two
equal amplitude off-diagonal peaks are generated.
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determined from electronic structure calculations, is
shown in the figure.9 The species are in equilibrium.
Complexes are constantly dissociating and free phenols
are associating with benzene to form complexes. Figure
4b shows the 2D vibrational echo spectrum at short time,
Tw ) 200 fs; no significant exchange has occurred. As in
Figure 3a, there are two species in the system with
different vibrational transition frequencies. At short time,
the two species give two peaks on the diagonal, which
correspond to the two peaks in the absorption spectrum
(Figure 4a). At long time, 14 ps, extensive chemical
exchange has occurred. Off-diagonal peaks have grown
in as can be seen clearly in Figure 4c. The two peaks
correspond to complex dissociation and formation. Figure
4c has the appearance of the schematic shown in Figure
3d, and the discussion surrounding the origin of the off-


diagonal peaks in Figure 3 applies to the real data shown
in Figure 4.


The growth of the off-diagonal peaks with increasing
Tw can be used to directly determine the thermal equi-
librium chemical exchange rate. Figure 5 displays 2D
spectra as three-dimensional representations. At 2 ps, the
off-diagonal peaks are just appearing in these plots. By 5
ps they are clearly evident and continue to grow as can
be seen in the 10 and 14 ps plots. Data like these are used
for detailed analysis of the chemical exchange kinet-
ics.9,11,18 In addition to chemical exchange, there are other
dynamical processes that contribute to the time-depend-
ent changes in the spectrum. Spectral diffusion causes the
peaks to change shape. The change in shape can be


FIGURE 4. (a) FT-IR absorption spectra of the OD stretch of the
phenol-benzene complex and free phenol. (b) 2D vibrational echo
spectrum prior to significant exchange showing two peaks on the
diagonal. (c) 2D spectrum after substantial exchange with two off-
diagonal peaks produced by dissociation and formation of the
complex.


FIGURE 5. 2D vibrational echo spectra as Tw increases showing
growth of off-diagonal peaks because of chemical exchange.
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removed from consideration by fitting the time-dependent
peak volumes rather than the peak amplitudes. The
vibrational lifetimes of the hydroxyl stretch and the
orientational relaxation rates cause all of the peaks to
decay in amplitude, while chemical exchange causes the
off-diagonal peaks to grow in. The vibrational lifetimes
and orientational relaxation rates are measured indepen-
dently using ultrafast IR pump-probe spectroscopy.9,11,18


In addition, the equilibrium constant and transition dipole
moments of the species are necessary. These are obtained
from the FT-IR absorption spectra. With the input con-
stants known, there is only one adjustable parameter to
fit the Tw dependence of all of the peaks in the spectra.
Because the rate of complex dissociation is equal to the
rate of complex formation, we can fit everything using a
single adjustable parameter, the complex dissociation
time, τd ) 1/kcf, where kcf is the rate constant for
dissociation of the complex (c) to the free form (f).


Figure 6 displays the data and fits for the chemical
exchange dynamics of the phenol-benzene complex.
There are four peaks in the 2D vibrational echo spectra
(see Figures 4 and 5): the two diagonal peaks for the
complex and free species and the two off-diagonal peak
for cf and f f c. As can be seen from Figure 6, the data
are fit very well with the single parameter τd. (The
mathematical details used to fit the data have been
presented.9,11,18) The data for the two off-diagonal peaks
are identical within experimental error, which is one of
the tests that shows that the thermal equilibrium between
the complex and free species is not perturbed by the
experiments. The results of the fitting yields τd ) 8 ps.
Experiments in which benzene is replaced by substituted
benzenes with electron-withdrawing (bromo) or electron-
donating groups (methyls) change the dissociation times
because they decrease or increase the π system electron
density.9 Complexes with phenol by bromobenzene, ben-
zene, and p-xylene give dissociation times of 6, 8, and 21
ps, respectively. The trend in the dissociation times follows
the same trend as the measured enthalpies of formation
for the complexes, -1.2, -1.7, and -2.2 kcal/mol, respec-
tively.9


In addition to complexes with phenol, other organic
solute-solvent complexes have been studied,18 and more
studies are in progress. The 2D vibrational echo chemical
exchange method can also be applied to problems such


as isomerization or proton transfer. Experiments to di-
rectly examine fast isomerization are in progress.


B. Water Dynamics. Water has profound effects on
diverse fields of science including chemistry and biology.
The properties of liquid water are dominated by the
hydrogen bonds among water molecules. The hydrogen
bonds produce structured networks that are responsible
for water’s unique properties. The water hydrogen-bond
network is constantly changing over a range of time scales.
A water molecule can make zero to four hydrogen bonds
that are constantly becoming shorter (stronger) and longer
(weaker) and formed and broken. The constantly changing
hydrogen-bond networks permit water to accommodate
a wide array of chemical processes such as protein
folding33 and ion hydration.34


Ultrafast 2D IR vibrational echoes can be used to
investigate hydrogen-bond network dynamics in water.19


When the experimental results are combined with simula-
tions of the experimental observables,19 a detailed under-
standing of water emerges. The connection between
hydrogen-bond network dynamics and the experiments
is through the frequency of the hydroxyl stretch. The
frequency of the hydroxyl stretch is lowered (red shifted)
when water makes a hydrogen bond.35 Stronger and more
hydrogen bonds cause a greater red shift of the hydroxyl
oscillator frequency than weaker and fewer hydrogen
bonds.35,36 As the hydrogen-bond network evolves in time,
the strength and number of hydrogen bonds change,
which in turn causes the water oscillators’ frequencies to
change.19,35,36


To understand the relationship between the 2D vibra-
tional echo spectrum and the hydrogen-bond dynamics
qualitatively an analogy can be made to the chemical
exchange experiments discussed in the last section. In the
phenol-benzene complex system at short time there are
two peaks on the diagonal. At longer times the off-
diagonal peaks appear. In water there are a vast number
of hydrogen-bonded structures. At short time these struc-
tures give rise to an elongated band down the diagonal
of the 2D spectrum. As time goes on, exchange of structure
makes “off-diagonal” peaks grown in. However, these are
not resolved. Instead, on either side of the diagonal
effectively continuous groups of off-diagonal peaks grow
in. The result is a change in shape of the short time
elongated band to a more and more symmetrical band
rather than the appearance of new peaks.


To obtain a more quantitative view, consider a single
water molecule hydroxyl oscillator. At t ) 0, it will have a
particular frequency, ω(0). As the local H-bond structure
changes, the frequency will change. At long time, inde-
pendent of its starting frequency the oscillator can have
any frequency in the entire broad hydroxyl stretch ab-
sorption spectrum because it has lost memory of its
starting frequency (structure). A measure of the frequency
evolution, and therefore the structural evolution, is the
frequency-frequency correlation function (FFCF). The
FFCF is related to the probability that an oscillator with
initial frequency ω(0) still has the same frequency at time
t later, averaged over all starting frequencies. Vibrational


FIGURE 6. Peak volumes (symbols) of the four peaks in the 2D
spectra vs Tw. Fits to the data (solid curves) using one adjustable
parameter yield the dissociation time, 8 ps.
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echo experiments make the FFCF an experimentally
observable quantity.32 The FFCF is the basic input into
time-dependent diagrammatic perturbation theory that
is used to calculate nonlinear optical experimental ob-
servables in general32 and vibrational echo signals in
particular.19 The FFCF and diagrammatic perturbation
theory should provide an accurate description for systems
such as phenol complexes. However, for water recent
theoretical work has shown that it is necessary to go
beyond diagrammatic perturbation theory because of
non-Condon effects that influence experimental observ-
ables.37 Nonetheless, even for water the FFCF provides
important qualitative insights and an almost quantitative
description of water dynamics.


The experiments19 and simulations19,38 look at the time
evolution of the hydroxyl stretching frequency (the OD
stretch of low concentration HOD in H2O), which reports
on the structural evolution of the water network. HOD is
used to avoid vibrational excitation transfer, which would
influence the experiments and is not a ground-state
equilibrium process. Figure 7 displays 2D vibrational echo
spectra of water as a function of Tw. The figure shows both
the 0-1 (red, positive going) and 1-2 (blue, negative
going) OD hydroxyl stretch transitions. Each contour
represents a 10% change in signal. At 100 fs (top) the 0-1
band is substantially elongated along the diagonal. As time
increases, the band changes shape and becomes increas-
ingly symmetrical. By 1.6 ps, the 0-1 band is basically
symmetrical along the ω axis. It would be essentially
round, but the overlap with the negative going 1-2 band
eats away the bottom portion.


The change in shape is directly related to the structural
evolution of the hydrogen-bond network. When the shape
becomes symmetrical, all hydrogen-bond structural con-
figurations have been sampled, which happens by ∼3 ps.
Data such as those presented in Figure 7 can be analyzed
quantitatively to extract the FFCF. The experimental FFCF
is compared to FFCFs obtained from simulations of water
to determine the nature of the hydrogen-bond network
motions on different time scales.19,38,39 The results show
that the shortest time scale fluctuations (less than a few
hundred femtoseconds) involve very local hydrogen-bond
motions mainly of the length of a hydrogen bond. The
longer time scale dynamics are global hydrogen-bond
network rearrangements that lead to complete random-
ization of the water structure. The 2D vibrational echo
results determined this slowest component of the FFCF
to be 1.5 ps. This is the time scale on which the water
hydrogen-bond network restructures to accommodate
processes such as solvation or protein folding.


C. Chemical Structure Analysis. 2D vibrational echoes
can also find uses in chemical analysis.15 Frequently a
molecule will have several modes of the same type on a
single molecule, for example, the various C-H stretching
modes of toluene. In a mixture of two or more unknown
chemical species, it can be difficult to determine which
peaks in an IR spectrum belong to a particular molecule
or even how many molecules are in the mixture by
examining the linear IR spectrum.


Vibrational modes on a molecule can be coupled
through anharmonic terms in the vibrational potential.
In 2D NMR magnetic dipole-magnetic dipole coupling
between spins produces off-diagonal peaks. In the 2D IR
spectrum coupling between vibrational modes of a mol-
ecule also produces off-diagonal peaks. In a mixture of
molecules, the off-diagonal peaks can be useful in deter-
mining which peaks in an FT-IR absorption spectrum
belong to the same molecule.15


Figure 8a shows an absorption spectrum with four
peaks in the IR region that corresponds to metal carbonyl
CO stretching modes. From the absorption spectrum it is
not possible to determine if there are four molecules each
with one mode, one molecule with four modes, or
anything in between. In a 2D IR vibrational echo spectrum
there are peaks that only correspond to transitions involv-


FIGURE 7. 2D vibrational echo spectra of the OD stretch of HOD in
water as a function of Tw showing the 0-1 transition (red) and the
1-2 transition (blue). The change in shape of the bands with Tw
yields the hydrogen-bond network dynamics.
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ing 0 and 1 states and peaks that require the 1 state to
first be populated. These two types of peaks are easily
distinguishable by their sign (see Figure 2c and 7).4,15


Figure 8b shows a 2D vibrational echo spectrum of the
same sample that gave the spectrum in Figure 8a.15 Only
the eight positive peaks are shown. The sample is a
mixture of two metal dicarbonyls, (acetylacetonato)-
dicarbonylIridium (Ir(CO)2(acac)) and (cyclopentadinyl)-
dicarbonylcobalt (Co(CO)2Cp) in hexane. Each metal
carbonyl has two modes that give rise to two peaks in the
absorption spectrum. The result is four peaks in the
absorption spectrum and four peaks on the diagonal of
the 2D spectrum. However, in addition to the diagonal
peaks in the 2D spectrum, there are off-diagonal peaks.
Modes that are on the same molecule and coupled via
anharmonic terms in the potential generate “coherence
transfer” peaks, which form a square with the diagonal
peaks that are coupled4 and therefore on the same
molecule.15 It is clear from the 2D spectrum that there
are pairs of coupled peaks. The four peaks in Figure 8a
are composed of two pairs of peaks, with peaks 1 and 3
going together and peaks 2 and 4 going together. The
peaks corresponding to the two molecules are labeled in
Figure 8b. Thus, additional information on mixtures of
molecules can be obtained from the 2D spectrum. Because
the 2D vibrational echo measurements occur on an
ultrafast time scale, it is possible to perform such experi-
ments in reaction mixtures to help identify short-lived
intermediates and products.


IV. Concluding Remarks
Ultrafast infrared 2D vibrational echo spectroscopy is an
emerging tool for the study of chemical, biological, and
materials problems. In the early days of NMR home-built
machines were used to do the initial experiments. Now
ultrasophisticated multidimensional NMR instruments
can be purchased as commercial packages. The laser
equipment necessary to perform the ultrafast IR experi-
ments is improving rapidly. The very complex optics,
electronics, and computer software necessary to perform
the 2D IR experiments are also advancing rapidly. It is
easy to envision a future in which ultrafast multidimen-
sional IR vibrational echo spectroscopy and related ex-
periments will be as accessible to the scientific community
as NMR.
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ABSTRACT
Complexes of the form [(tBuCO2)3M2]2(µ-O2C-X-CO2), where M
is Mo or W and X is a π conjugated organic group, are ideally suited
for studies of electronic coupling between the two redox centers
via M2 δ-bridge π conjugation. The complexes have intense metal-
to-bridge charge-transfer transitions in the visible or near-IR region
of the spectrum and exhibit thermo-, solvato- and electrochromic
behavior. Chemical oxidation results in the formation of mixed-
valence species that are particularly well-suited for the study of
the class II/III border. The extent of electronic coupling is
determined by a variety of spectroscopic techniques and, in
particular, by EPR and electronic absorption spectroscopy. The
latter provides a direct measure of the electronic coupling param-
eter Hab in pairs (Mo and W) of otherwise identical complexes.
Similarly, the substitution within the bridge of the CO2 group by
COS or RNCO allows an evaluation of the mechanism of the
electronic coupling in closely related complexes. Electronic struc-
ture calculations employing density functional theory complement
frontier molecular orbital theory in the interpretation of the
physicochemical properties of these complexes.


Introduction
Electron transfer and electron delocalization are ubiqui-
tous in chemistry, physics, and biology, and studies of two


redox active centers connected by a bridge provide an
ideal template upon which to extract intricate mechanistic
details concerning the factors controlling these processes.
It is now just 40 years since the influential publication by
Robin and Day wherein the nomenclature of classes I, II,
and III was introduced to describe valence trapped,
strongly coupled, and fully delocalized mixed valence
systems, respectively.1 In the same year, Hush published
his pioneering work on the interpretation of the phenom-
enon of intervalence charge transfer absorptions,2 and
soon after, Creutz and Taube reported their initial studies
of the ions [(NH3)5Ru(µ-pz)Ru(NH3)5]4+/5+/6+ where pz )
1,4-pyrazine.3 There ensued a flood of interest in these
matters,4-7 which continues to this day with a special
emphasis on the class II/III border,8,9 vibronic-electronic
coupling,10,11 and the discovery of mixed valence iso-
mers.12,13 Much of the work has centered on d5-d6 metal
ions in pseudo-octahedral environments.14 In this Ac-
count, we review some of our studies of a series of
complexes of the formula [(tBuCO2)3M2]2(µ-bridge)
where the quadruply bonded metal ions are either mo-
lybdenum or tungsten and the bridge is a dicarboxylate
or a closely related bridge wherein one oxygen atom of
the carboxylate function is replaced by a S atom or a NR
group.


These complexes contain metal-metal (MM) quad-
ruple bonds of configuration σ2π4δ2 and have many
attractive features for the study of electronic coupling and
mixed valence:


(1) Largely as a result of work from the Cotton group,
there is a vast structural database for M2


4+, M2
5+,


and M2
6+ complexes of molybdenum and tung-


sten having the paddle-wheel structural motif.15


Thus, single-crystal X-ray crystallography can be
extremely useful in determining the location of
charge in mixed valence systems.16,17


(2) Molybdenum and tungsten have effectively the
same size, so for compounds having the same
bridging group, solvation and reorganizational
effects are very similar. Differences in electronic
coupling arise from the differences in valence
orbital energies and in the radial extension and
overlap of the d orbitals.


(3) The electronic structures of these paddle-wheel
complexes are understood as a result of extensive
computational studies, and these correlate well
with a good spectroscopic databank.18,19


(4) Both molybdenum and tungsten exist in a variety
of naturally occurring isotopes, the majority of
which have no nuclear spin. However, some do,
and the presence of 183W, I ) 1/2 (14.3% natural
abundance), and the two molybdenum isotopes,
95Mo and 97Mo, I )5/2 (25.4% combined natural
abundance), make EPR spectroscopy a most
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valuable probe. Upon single-electron oxidation of
the complex, EPR spectroscopy can establish
unequivocally whether the metal center has been
oxidized and, if so, the degree of electron delo-
calization of the unpaired electron.20,21


Synthesis
A general synthetic procedure leading to the dicar-
boxylate-bridged compounds is shown in eq 1.22


Equation 1 is actually an equilibrium reaction, but the
desired dicarboxylate-bridged complex precipitates from
toluene as a fine microcrystalline precipitate driving the
reaction to completion. The reaction time is typically
longer than 1 day because the dicarboxylic acids are often
very sparingly soluble in toluene. The microcrystalline
powders are collected by either filtration or centrifugation
and are washed first with toluene and hexanes to remove
any unreacted M2(O2CtBu)4 and then with ethanol to
remove any unreacted dicarboxylic acid. Upon drying
under vacuum, the dicarboxylate-linked M4-containing
complexes are obtained as analytically pure, air-sensitive,
intensely colored materials. Their colors arise from metal
to bridge charge transfer absorptions (vide infra). The use
of dicarboxylate bridges such as oxalate and terephthalate
aligns the M2 axes in a parallel manner at a specific M2 to
M2 distance, while the use of anthracene-1,8-dicarboxylate
aligns the M4 unit in a chain with a very short M2-to-M2


distance, ca. 3 Å. These orientations are diagrammatically
depicted by A and B in Scheme 1, along with some
representative dianionic bridges.


An alternative synthetic procedure that works well for
molybdenum involves the metathetic reaction between
[Mo2(O2CtBu)3(CH3CN)2]+[PF6]-, and the salt of a dicar-
boxylic acid or related bridging dianion in a solvent such
as acetonitrile or dichloromethane.23


The Origin of Electronic Coupling: Electronic
Structures
The origin of the electronic coupling of the two M2 centers
is best exemplified by the oxalate bridge (O2CCO2


2-). All
other O2C-X-CO2 bridges are only modified by the
additional CO2-X π orbital interactions. The CO2 units act
as alligator clips in providing both the means of covalently
linking the two M2 units in a σ-bonded manner and, via
M2 δ to CO2 π conjugation, the electrical conduit for
delocalization. The in- and out-of-phase M2 δ orbitals
interact with the planar oxalate π orbitals, as shown in
Scheme 2. Of these two orbital interactions, the in-phase
M2 δ combination is the most important and provides
stabilization for the planar bridge conformation by means
of back-bonding from the metal. The M2 δ-bridge LUMO
interaction is stronger for M ) W (relative to M ) Mo)


because the W2 δ orbitals are higher in energy by
roughly 0.5 eV. The M2 δ out-of-phase combination
interacts with a filled oxalate π MO and as such raises the
energy of this M2 δ combination. The oxygen-based π MO


2M2(O2CtBu)4 + HO2C-X-CO2H98
toulene


25 °C, >1 day


[(tBuCO2)3M2]2(µ-O2C-X-CO2) + 2tBuCO2H (1)


Scheme 1


Scheme 2
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is notably much lower in energy than the M2 δ orbitals
and thus causes a much less significant effect. How-
ever, this interaction becomes more important upon
replacing an oxygen atom by sulfur or a NR group (vide
infra). From the orbital interactions shown in Scheme 2,
it is apparent that electronic communication is maxi-
mum for the planar bridge (D2h symmetry) and a mini-
mum for the fully twisted D2d structure. These positions
thus represent on and off in what may be viewed as a
molecular rheostat with variation of the O2C-CO2 dihedral
angle.


Electronic structure calculations employing density
functional theory on model compounds where formate
ligands are substituted for pivalates provide a much more
quantitative interpretation of the electronic structure of
these types of compounds, and a Walsh frontier orbital
energy diagram for the [(formate)3W2]2(µ-O2CCO2) model
complex in the planar and twisted forms is shown in
Figure 1.24


The HOMO-LUMO electronic transition represents a
metal to bridge charge transfer (MLCT) and is fully
allowed. As can be seen from Figure 1, the energy gap
of the HOMO-LUMO orbitals is very sensitive to the
O2C-CO2 dihedral angle. Since the free oxalate dianion
favors a D2d geometry, the energy barrier to rotation is
relatively small: ∆Grot ≈ 9 kcal mol-1 for M ) W and


∼5 kcal mol-1 for M ) Mo from electronic structure
calculations.24 Consequently, the oxalate- and related
terephthalate-bridged complexes show thermochromism
in solutions and frozen glasses. The spectra recorded for
the tungsten oxalate-bridged complex in 2-methyltetra-
hydrofuran from room temperature to 2 K are shown in
Figure 2.


These complexes show intense resonance Raman en-
hanced bands associated with ν(MM) and bridge stretch-
ing modes when the wavelength of excitation falls within
the envelope of the HOMO-LUMO, the metal to bridge
transition.17,25


As conjugation increases along the bridge, the HOMO-
LUMO gap decreases and the metal to bridge charge
transfer moves into the near-IR. From transient absorption
spectroscopy, the photoexcited states have been found to
be long-lived (∼50 µs), and the 1MLCT states have been
observed directly.26


Finally, it is worth noting that these complexes are also
solvatochromic, and in certain solvents, they tend to
associate in solution via intermolecular M2‚‚‚O bridges.
This has a pronounced effect on the nature of the
absorption spectra just as does the π-π stacking of
aromatics in solution.27


Electrochemical Studies
The linked dinuclear complexes when examined by cyclic
voltammetry (CV) and differential pulse voltammetry
(DPV) typically show reduction waves corresponding to
bridge reductions, and two waves resulting from oxidation
of the M2 units. In general, the first oxidation wave is
reversible and the second quasi-reversible. The separation
of the first and second waves, ∆E1/2 (measured in milli-
volts), can be used to determine a comproportionation
constant relating the stability of the singly oxidized
complex in relation to an equilibrium with the neutral and


FIGURE 1. Walsh diagram relating the calculated frontier MO
energies for the D2h planar and D2d twisted geometries of
[(formate)3W2]2(µ-O2CCO2). Reproduced with permission from ref 24.
Copyright 2002 American Chemical Society.


FIGURE 2. Electronic absorption spectra of [(tBuCO2)3W2]2(µ-O2CCO2)
at 2, 50, 100, 150, 200, 250, and 300 K in 2-methyltetrahydrofuran
solution. Reproduced with permission from ref 24. Copyright 2002
American Chemical Society.
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doubly oxidized complexes:28


It is important to recognize that Kc is a thermodynamic
parameter and as such does not correlate directly with
electronic coupling through M2 δ-bridge π bonding.
Particularly important are such factors as solvent, coun-
teranion, and number of redox centers,17,29,30 thus any
comparison of ∆E1/2 and Kc values must relate to otherwise
identical systems obtained under similar experimental
conditions. This having been stated, we summarize some
pertinent electrochemical data in Table 1 for selected
bridged M4-containing species. All the data presented
were obtained from tetrahydrofuran solutions with
NnBu4PF6 as electrolyte. The importance of maintaining
the counteranion constant is seen in the following. The
terephthalate-bridged Mo4-containing complex has a single
somewhat broad CV wave and DPV curve with PF6


- as
the counteranion, but with B(C6H3-{CF3}2)4


- two well-
resolved waves are seen leading to Kc values of ∼4 and
324, respectively.31


The data in Table 1 reveal some interesting trends, and
most notably, (i) the Kc values are always greater for M )
W than for M ) Mo and (ii) Kc decreases with increasing
distance. For a series of substituted terephthalate-bridged
tungsten complexes, we also observed that Kc correlates
with energy of the HOMO-LUMO transition.32 Since the
HOMO is the out-of-phase combination of the M2 δ


orbitals, we can see that Kc also correlates with the degree
of the in-phase M2 δ interaction with the bridge π* LUMO,
and the energy difference between the HOMO and HOMO
- 1.


From an inspection of Table 1, it is also apparent that
Kc values do not correlate with M2 to M2 distance in
compounds that have M4 chains (Scheme 1, structure B).
Despite bringing the M2 centers within ∼3 Å, the com-
munication is very poor for the anthracene-1,8-dicar-
boxylate-bridged compounds33 but much better for the
stereo correspondent 2,7-dioxynaphthyridine bridge22 dem-
onstrating the importance of the bridge in mediating
electronic coupling. It is also interesting to note that the
substitution of S or RN within the CO2 linker has an
apparent greater effect for molybdenum complexes than
for tungsten, and we shall return to this point later.


Finally, it is worth noting that while a large value of Kc


(>106) is surely indicative of strong coupling, it is not
possible to formulate a distinction between class II and
class III behavior based on electrochemical data alone.


EPR Data and Electron Delocalization
Only in rare cases has oxidation with AgPF6 or Cp2FePF6


led to isolable stable radical cationic M4-containing
complexes with carboxylate ancillary ligands. In most
instances, the oxidized species are subject to ligand
scrambling and redox disproportionation. However, it has
been possible to examine the EPR spectra of freshly
prepared samples and evaluate the nature of the elec-
tron delocalization. In order to emphasize the impor-
tance of this approach, it is informative to appreciate
the EPR spectra of the radical cations Mo2(O2CtBu)4


+,
MoW(O2CtBu)4


+, and W2(O2CtBu)4
+, which are shown in


Figure 3. Each solution spectrum consists of a central
signal at g ≈ 1.8-1.9 due to a M2 δ based electron where
the metal isotopes have I ) 0. The satellite spectra arise
from coupling to 95,97Mo or 183W, which have I )5/2 and
1/2, respectively. For the Mo2


5+ center, the hyperfine
coupling constant A0 ) 27 G and for W2


5+ A0 ) 51 G. The
spectrum of the mixed metal-containing complex with the
single electron in the MoW δ orbital shows coupling to
both 95,97Mo (A0 ) 44 G) and 183W (A0 ) 31 G) consistent
with the polarization of the MoW δ orbital where the odd
electron has greater Mo d orbital character than in the
Mo2


5+ ion. Specifically, modeling indicates 71% Mo and
29% W atomic orbital contributions.21


The observed and calculated EPR spectra for the
oxalate- and terephthalate-bridged Mo4-containing radical
cations are shown in Figure 4. For the oxalate complex
ion, A0 ) 15 G corresponds to the single electron being
delocalized over all four Mo atoms whereas for the
terephthalate-bridged complex ion A0 ) 27 G and the
complex is valence trapped on the EPR time scale with
one Mo2


5+ and one Mo2
4+ center.20


For tungsten, electron delocalization has been seen for
terephthalate-bridged species32 and in the case of the 2,6-
azulene dicarboxylate-bridged complex where the two W2


centers are separated by ∼14 Å, the satellite spectrum


Table 1. Summary of Electrochemical Data for
[(tBuCO2)3M2]2(µ-bridge) (M ) Mo, W) Compoundsa


bridge
E1/2(1),


V
E1/2(2),


V
∆E1/2,
mV Kc ref


M ) Mo
oxalate -0.03 0.25 280 5.4 × 104 22
terephthalateb -0.10 ∼4 31
perfluoroterephthalate 0.10 65 1.3 × 101 22
2,5-dihydroxyterephthalate 0.00 0.08 79 2.1 × 101 32
2,6-azulenedicarboxylate -0.09 0.02 112 7.8 × 101 34
dithioterephthalate 0.00 0.18 184 1.3 × 103 38
anthracene-1,8-dicarboxylatec 0.06 33
3,6-dioxypyridazine -0.15 0.28 280 5.4 × 104 23
2,7-dioxynaphthyridine -0.07 0.32 389 3.8 × 106 22


M ) W
oxalate -1.26 -0.54 717 1.3 × 1012 22
terephthalate -0.34 -0.18 160 5.1 × 102 32
perfluoroterephthalate -0.66 -0.37 285 6.6 × 104 22
2,5-dihydroxyterephthalate -0.72 -0.52 202 2.6 × 103 32
2,6-azulenedicarboxylate -0.91 -0.44 468 8.2 × 107 34
dithioterephthalate -0.78 -0.26 518 5.7 × 108 38
anthracene-1,8-dicarboxylate -0.66 -0.51 156 4.3 × 102 33
3,6-dioxypyridazine -0.91 -0.28 630 4.5 × 1010 17


a Voltammograms were recorded in nBu4NPF6/THF solutions
and referenced to the FeCp2


0/+ couple. b Single redox process
observed corresponding to two overlapping one-electron oxidation
processes. c Second oxidation potential obscured by anthracene
oxidation processes. Potentials converted to the FeCp2


0/+ reference.


[M2-bridge-M2] + [M2-bridge-M2]2+ y\z
Kc


2[M2-bridge-M2]+ (2)


Kc ) [exp
(E1/2


1 - E1/2
2 )F


RT ] ) exp(∆E1/2


25.69) at 298 K,


∆E1/2 in mV (3)
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reveals coupling to two inequivalent W2 centers, A0 ) 20
and 41 G, consistent with electron polarization in the
singly occupied highest molecular orbital.34 This arises
because azulene is a polar molecule having a dipole
moment of ∼1 D. The appearance of two hyperfine
coupling constants indicates that the compound is not a
rare example of a “mixed-valence isomer”12 and shows the
potential for EPR spectroscopy in characterizing such
systems.


In the radical cation of the 3,6-dioxypyridazine-bridged
Mo4 complex, two sets of A0 values (12.4 and 15.6 G) were
also observed.35 Each Mo atom within each Mo2 unit is
bonded to either oxygen or nitrogen as shown below in
structure C.


The A0 values indicate that the single electron is delocal-
ized over all four Mo atoms, but the Mo2 units are
polarized.


Electron delocalization on the EPR time scale indicates
that if the system is not fully delocalized then electron
transfer must be quicker than ∼109 s-1. A more quantita-
tive measure of electronic coupling and delocalization on


a faster time scale is obtained from electronic and
vibrational spectroscopies.


Intervalence Charge Transfer and Charge
Resonance Bands
As indicated in the introduction, the radical cations of
these bridged M2 complexes are well suited for studies of
mixed valency since only one metal orbital on each M2


center is involved. Before we discuss the observed spectra
in the near IR, it is worthwhile reviewing what is expected
based on current two-state classical Marcus-Hush theory.2,9


In Figure 5, we show potential energy curves for a
mixed valence class II compound (panel I), a compound
at the Class II/III border where ∆Gq (thermal) ) 0 (panel
II) and a fully delocalized, strongly coupled compound
(panel III). The class II situation corresponds to that
described by Hush where a relatively broad and Gaussian-
shaped absorption profile is expected. The vertical transi-
tion corresponds to νjmax ) λ, where λ is the reorganiza-
tional energy, and the electronic coupling parameter Hab


can be determined experimentally using eq 4:


where d is the electron-transfer distance (Å), νjmax is the
energy of the intervalence band (cm-1) at maximum


FIGURE 3. Solution EPR spectra of Mo2(O2CtBu)4
+PF6


- (i) and
W2(O2CtBu)4


+PF6
- (ii) in dichloromethane at 210 K (top), and


MoW(O2CtBu)4
+PF6


- (iii) in THF at 225 K (bottom). Reproduced with
permission from ref 21. Copyright 2005 American Chemical Society.


FIGURE 4. Solution EPR spectra of [(tBuCO2)3Mo2](µ-O2CCO2)+PF6
-


(giso ) 1.937, Aiso ) 14.8 G) and [(tBuCO2)3Mo2]2(µ-O2C-C6F4-CO2)+-
PF6


- (giso ) 1.942, Aiso ) 27.2 G) recorded in 2:1 THF/CH2Cl2 mixtures.
Spectral simulations were performed using Bruker SimFonia. Re-
produced with permission from ref 20. Copyright 2002 Royal Society
of Chemistry.


Hab ) (0.0206/d)(νjmax∆νj1/2εmax)1/2 (4)
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extinction coefficient, ∆νj1/2 is the peak width at half peak
height (cm-1), and εmax is the peak intensity (M-1 cm-1).
As the electronic coupling increases, the thermal barrier
to electron transfer goes to zero and the ground potential
surface has a “flat well”, as shown in Figure 5, panel II. In
this situation, the low-energy transition is predicted to
have a distinctly non-Gaussian shape, showing a very
sharp onset of absorption at the low-energy side followed
by a more Gaussian shape to higher energy. In practice,
photoexcitation from vibronically excited states and sol-
vent broadening lead to a rounding of the low-energy
cutoff. For this type of class III system, the mixing term
Hab is simply one-half of the energy of the electronic
transition.


With further electronic coupling the ground-state well
sharpens and deepens and the excited-state energy mini-
mum and ground-state minimum move apart on the
reaction coordinate axes. This is because the mixed
valence ion is behaving as a molecular species and the
electronic transition, which is best defined as a “charge
resonance” transition, involves the promotion of an
electron from a bonding molecular orbital to an anti-
bonding molecular orbital. Schematically this is shown in
the simplified MO diagram given in Figure 6 for a typical
[(tBuCO2)3M2]2(µ-O2C-X-CO2)+ system. Interaction of a
metal dπ orbital combination with the bridge π* orbital
leads to metal-bridge bonding while the filled-filled
metal dπ-bridge π orbital interaction leads to a metal-
bridge antibonding orbital. The LMCT highlighted in
Figure 6 as a dotted line would be forbidden for the
oxalate-bridged complex under rigorous D2h symmetry
and would be expected to be in the UV/vis region because
the oxalate π orbital is ∼7.5 eV below the M2 δ orbitals.36


As the electronic coupling increases within the class III
regime, we will expect a more Gaussian-shaped absorption
curve and that the absorption maximum will move to
higher energy.


Ligand field asymmetry and spin-orbit coupling in
mixed-valence [MIII-bridge-MII]n+ (M ) Fe, Ru, Os)
systems lead to a splitting of the t2g orbitals on each metal


into three dπ levels (called Kramer’s doublets), which in
most instances gives rise to a number of intervalence
charge transfer (IVCT) and interconfigurational (IC) tran-
sitions that can complicate assignment.14 As shown in
Figure 6, the nearest metal-based orbitals to the M2 δ
combinations in [M2-bridge-M2]+ species are the M2


π-orbitals that are separated by ∼1.2 eV from the M2 δ
combinations. This means there are no extra IVCT or IC
transitions to complicate the assignment and analysis of


FIGURE 5. Potential energy curves for symmetrically bridged dinuclear systems for (I) a weakly coupled species (Hab ) λ/18), (II) a compound
on the class II/III borderline (Hab ) λ/2), and (III) a molecular absorption. The dotted lines represent the corresponding diabatic (class I)
curves.


FIGURE 6. Qualitative MO diagram showing the formation of a
strongly coupled [M2-bridge-M2]+ species from {M2(O2CtBu)3} and
{O2C-X-CO2} fragments. Salient electronic transitions have been
highlighted.
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the IVCT absorption, providing some advantage over the
extensively studied t2g


6-bridge-t2g
5 systems.


With these considerations in mind, it is worth examin-
ing the features of some closely related complexes, and
we show in Figure 7 the near-IR absorptions of the Mo4-
and W4-containing radical cations having the 2,5-(OH)2-
1,4(CO2)2-C6H2 bridge.32 The molybdenum complex has
a broad electronic transition centered at 7200 cm-1. This
is typical of a class II compound, and on the basis of Hush
theory, we can estimate that Hab ) 446 cm-1. In contrast,
the tungsten complex shows a much lower energy ab-
sorption of much narrower width. This is characteristic
of a class III transition where Hab ) 1715 cm-1.


Another informative series of spectra are presented in
Figure 8 for the oxalate-bridged radical cations of Mo4-,
(MoW)2-, and W4-containing species.20,36,37 Of particular
note here is the progression to lower energy of the
absorption maximum within the series and also the
marked asymmetry of the absorption associated with the
Mo4 complex. Indeed, the features of the Mo4-containing
ion are as predicted for an ion that is close to the class


II/III border (vide infra). It is, however, based on its
bandwidth to the high-energy side, still reasonable to
classify this ion as a class III ion, with the single electron
fully delocalized over all four Mo atoms. The narrower,
more Gaussian-shaped profile and shift to higher energy
of the other ions are consistent with the enhanced
electronic coupling of the tungsten-containing complexes.


In Table 2, we summarize some data obtained from
the electronic absorption spectra of the radical cations of
these linked M2 quadruply bonded complexes which, in
addition to the charge resonance band, show MLCT bands
at higher energy. We see that the electronic coupling is
always greater for tungsten than for molybdenum and that
Hab decreases with increasing distance. It is also apparent
from all of the aforementioned that the dominant mech-
anism of electronic coupling is via the LUMO of the
bridge. This is really quite interesting because in many
bridges, such as the dicarboxylates of 9,10-anthracene, 2,5-
thienyl, and 2,6-azulene, the HOMO of the bridge is much
closer in energy to the M2 δ orbital energy than is the M2


δ to the bridge LUMO. Thus the carboxylate unit acts as
a gate in determining the relative importance of “electron


FIGURE 7. NIR electronic absorption spectra of [(tBuCO2)3M2]2(µ-
2,5-dihydroxyterephthalate)+PF6


- [M ) Mo (red) and W (blue)]
recorded in THF at room temperature. The gap between 2610 and
3280 cm-1 for [(tBuCO2)3W2]2(µ-2,5-dihydroxyterephthalate)+PF6


-


corresponds to a THF solvent absorption. Reproduced with permis-
sion from ref 32. Copyright 2005 American Chemical Society.


Table 2. Summary of the NIR Absorptions Observed for Selected [(tBuCO2)3M2]2(µ-bridge)+PF6
- (M ) Mo, W)


Compoundsa


bridge
νjmax,
cm-1


∆νj1/2(obsd)b,
cm-1


∆νj1/2(calcd)c,
cm-1


εmax,
M-1 cm-1


Hab,
cm-1 classd ref


M ) Mo
oxalate 4000 2800 3040 6000 2000 III 20
2,5-dihydroxyterephthalatee 7200 5720 4078 1470 446 II 32
2,6-azulenedicarboxylate 6250 4800 3800 2070 380 II 34


M ) W
oxalate 5960 940 3710 5620 2980 III 20
terephthalate 3220 2220 2727 18000 1610 III 32
perfluoroterephthalate 3570 582 2872 9600 1785 III 32
2,5-dihydroxyterephthalate 3430 1270 2815 14400 1715 III 32
2,6-azulenedicarboxylate 3080 750 2660 4550 1540 III 34
dithioterephthalate 4325 668 3161 8170 2163 III 38
3,6-dioxypyridazine 3775 1320 2950 5000 1888 III 17
a Spectra were acquired in THF solutions at room temperature. b Bandwidth determined from the high-energy side of the band for


nonsymmetrical absorptions to avoid low-energy cutoff effects. c Calculated using ∆νj1/2 ) (2310νjmax)1/2. d Based on the observations that
for a class III system ∆νj1/2(calcd) > ∆νj1/2(obsd) and the absorption intensity is typically >5000 M-1 cm-1. e Class II system hence Hab
calculated using eq 4, with d approximated using the calculated M2‚‚‚M2 separation in the optimized geometry obtained from gas-phase
DFT calculations.


FIGURE 8. NIR electronic absorption spectra of [(tBuCO2)3M2]2(µ-
O2CCO2)+PF6


- [M2 ) Mo2 (red), MoW (purple) and W2 (blue)]
recorded in THF solutions at room temperature. The spectral feature
at 4400 cm-1 corresponds to a sample cell glass absorption.


MM Quadruply Bonded Complexes Chisholm and Patmore


VOL. 40, NO. 1, 2007 / ACCOUNTS OF CHEMICAL RESEARCH 25







transfer”/“hole transfer” in the coupling mechanism. With
this in mind, it is useful to examine the influence of
oxygen atom substitution within the CO2 moiety of the
bridge.


Substitution of O by S and NR in the CO2
Linker
The substitution of O by S has been achieved using the
dithioterephthalate bridge.38 It shows a dramatic enhance-
ment of electronic coupling in comparison to its closely
related terephthalate analogue as indicated by both the
electrochemical data (see Table 1) and the increase in
energy of the charge resonance band for the tungsten
complexes (Table 2). The enhanced electronic coupling
arises from a lowering of the COS π* orbital and a raising
of the filled COS π orbital.


The substitution of PhN for O has been achieved by
Cotton et al. in formamidinate-supported molybdenum
complexes and found to lead to two isomers.39 Unfortu-
nately, a direct comparison with oxalate is not possible.
In one isomer, the PhN(O)CC(O)NPh linker is akin to a
twisted oxalate geometry, and in the other, there is a
planer bridge with Mo2OCCN six-membered rings. The
latter produced a shorter Mo2 to Mo2 distance, and the
electrochemical data indicate strong electronic coupling.
In the former twisted geometry, the Mo2 δ-bridge π-Mo2


δ communication is minimized. Recently fulvanato-
bridged Mo4 species were fully characterized in their
neutral and oxidized forms.40 Here the N2CCN2 bridge is
planar being contained within two fused six-membered
rings and is thus stereochemically and isolobally related
to the oxalate bridge. The mixed valence compound was
shown to be class III by both crystallography and the
appearance of its charge resonance band in the near-IR,
which by both shape and energy was similar to that shown
in Figure 8 for the oxalate-bridged Mo4 cation.


An interesting comparison of the coupling between
Mo4- and W4-containing complexes is seen for 3,6-
dioxypyridazine complexes (C).17,23 As noted earlier, this
bridge aligns the metal atoms such that inner atoms, those
bonded to the nitrogens are only 3.3 Å apart. The
electrochemical data (Table 1), EPR spectra, and absorp-
tion data (Table 2) indicate that the radical cations are
fully delocalized, class III. It is, however, also apparent
that in comparison to the oxalate bridge the electronic
coupling is weaker for the tungsten complex but slightly
enhanced for molybdenum. Again this can be understood
in terms of the M2 δ orbital interactions with the bridge
π-system. The W2 δ orbitals lie closer in energy to the
oxalate LUMO than the 3,6-dioxypyridazine bridge LUMO.
However, the nitrogen pπ orbital is higher in energy in
relation to the oxygen pπ, so for molybdenum, whose Mo2


δ orbital is ca. 0.5 eV lower in energy than that of the
tungsten analogue, there is a greater mixing of the bridge
π orbital in the HOMO. Thus in the spin exchange model,
hole transfer may also contribute to the coupling. How-
ever, it is still evident that the coupling is greater for the


tungsten complex, which confirms that the dominant
mechanism of coupling is via electron transfer through
the bridge.


Concluding Remarks
The occurrence of M2 δ-to-bridge π conjugation in these
dicarboxylate and closely related bridged [M2-bridge-M2]
compounds leads to a number of interesting physical
properties including thermo-, solvato-, and electrochromic
behavior. In their singly oxidized forms, the complexes
are seen to traverse the classifications of mixed valence
compounds from valence trapped, class II, and fully
delocalized, class III. The attendant rich spectroscopic
data coupled with electronic structure calculations clearly
identify the origin of electronic coupling as electron
transfer via the bridge. Even when the orbital energy of
bridge-based π-orbitals are close in energy to the metal δ
orbitals, hole transfer does not take over because the CO2


unit acts as a gate. Substituting oxygen by sulfur or a NR
group within the CO2 unit can enhance the electronic
coupling as a result of greater mixing with the metal δ
orbitals. Electron delocalization in the W4-containing
mixed valence ions to nearly 14 Å places some of these
ions as rare examples of class III behavior beyond 10 Å.
The ability to control the degree of electronic coupling
through the bridge by physical and chemical reactions
affords the potential development of molecular signaling
and switching, and this notion is being pursued.


We thank our talented co-workers and collaborators listed in
the references. We also thank the National Science Foundation
for financial support of this work and the Ohio Super Computing
Center for generous allocation of computing resources.
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ABSTRACT
The SN1 reaction mechanism is one of the most fundamental
processes in organic chemistry. As such, it has been the subject of
study for over 70 years with the purpose of seeking to understand
the fundamental parameters that control reactivity. With recent
advances in both electronic structure theory and condense-phase
reaction dynamics theory as well as in experimental probes of these
reactions on the femtosecond and picosecond time scale, we are
beginning to gain new insights into the nature of these reactions.


Introduction
The correlation of reactivity with structure has long been
a fundamental goal of physical organic chemistry and no
more so than in reactions that proceed by way of the SN1
mechanism. The initial approach in these endeavors was
the utilization of linear free-energy relationships to cor-
relate reactivity with sets of molecular parameters.1,2


Though these efforts met with some success, most notably
Richie’s N+ scale, a full understanding of the physical
basis for the parameters controlling reactivity has not been
ascertained due in part to the application of somewhat
simplistic kinetic models to a complex set of molecular
events. Even for this most simple of reaction mechanisms,


Winstein has shown that numerous molecular species
intervene along the reaction pathway, and which trans-
formation between species controls reactivity remains an
open question.3


Ultimately, a fundamental understanding of reactivity
should probably lie within the context of transition-state
theory (TST).4 Toward this end, Marcus theory, a form of
transition-state theory developed for electron transfer, has
been utilized for analysis of the kinetics associated with
reactions proceeding by the SN1 mechanism.5 Correlating
the rate constant for electrophile-nucleophile combina-
tion with thermodynamic driving force, ∆G, allows for
extraction of the parameter Λ, a reorganization energy.
Within the Marcus framework, the free energy of activa-
tion for reaction at a zero free-energy driving force is Λ/4.
Comparing reorganization energies for differing electro-
phile-nucleophile combinations could then, in principle,
reflect underlying differences in reactivity.6


One of the difficulties found in kinetic studies of
electrophile-nucleophile combination reactions leading
to covalent bond formation is in resolving the individual
molecular events. The Winstein model for the SN1 reaction
mechanism envisions the diffusional encounter of the free
ions (FI) to form a solvent-separated ion pair (SSIP), which
then collapses to the contact ion pair (CIP) followed by
covalent bond formation (C-L).


Whether reactivity is ultimately controlled by a single
molecular event, such as the actual bond formation or ion-
pair interconversion, or the sum of the events is an open
question. Prior experiments probing these combination
reactions did not resolve the individual molecular events
but subsumed these distinct molecular processes into an
effective single rate constant that is then used in a free-
energy relationship or a Marcus analysis for reactivity.1,6-8


Since Marcus theory, at best, should be used for the
analysis of a single molecular transformation, the validity
of its application to the sum of the kinetic processes needs
to be assessed.


In this Account we chronicle our experimental efforts
to kinetically resolve the individual molecular events
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associated with the SN1 reaction mechanism. The results
of these experiments are discussed within the framework
of recent advances in electronic structure theory for the
SN1 reaction mechanism as well as a new theory for the
dynamic behavior of reactive species passing through the
transition state. This combination of theory and experi-
ment points toward new directions in which to view
factors that ultimately control reactivity.


Electronic Structure Theory
The initial theoretical formulation for the nature of the
potential-energy surface governing bond heterolysis in the
SN1 mechanism was based on valence-bond theory and
can be traced to the work of Ogg and Polanyi as well as
Evans and co-workers; it has since undergone further
elucidation by Pross and Shaik.9-12 The ground-state
adiabatic surface, the reaction surface, is developed by the
mixing of two diabatic states: the purely covalent state,
R..X, and the purely ionic state, R+X-, Figure 1. In the gas
phase, the two diabatic states mix leading to stabilization
of the ground-state surface, So, developing partial ionic
character at bonding distances, and dissociates into a
radical pair. When placed in a polar solvent, the ionic
surface is stabilized relative to the covalent surface; it
drops below the covalent surface for distances longer than
that associated with bonding, Figure 1. At the point of
crossing, there is a strong mixing between the two diabatic
states that gives rise to two new adiabatic surfaces with
the ground-state surface dissociating into an ion pair.


When the valence-bond model was developed for SN1
reaction mechanism, it was tacitly assumed that the
solvent maintains equilibrium solvation throughout the
dissociation process. Recently, Hynes and co-workers
examined the validity of this assumption within the
context of a nonlinear Schrodinger equation, which
incorporates the mutual influence of the solute electronic
structure upon polarization of the solvent under both
equilibrium and nonequilibrium conditions.13,14 They
found for tert-butyl chloride and tert-butyl bromide in a
polar solvent that the position of the transition state shifts
to longer distances than the distances predicted by the
standard valence-bond model. Furthermore, the charge
character of the wavefunction is 66% ionic for tert-butyl


chloride and 60% ionic for tert-butyl bromide in aceto-
nitrile, contrasting with the prediction of the standard
valence-bond treatment of 50% ionic-50% covalent for
all molecular substrates. An implication of the Hynes study
is that chemical modification of the reacting system can
change the electronic structure of the transition state, a
view contrary to the standard model of valence-bond
theory.12


A second line of enquiry was pursued to ascertain how
the barrier associated with heterolysis varies with driving
force.13 From the vantage of the CIP collapsing to form
C-L, as the stability of CIP increases relative to C-L,
achieved by an increasing the solvent polarity, the crossing
of the two surfaces occurs at shorter distances, leading to
an increase in the barrier associated with the curve
crossings, E2 > E1, Figure 2. However, the energy of the
transition state is a function of not only the energy
associated with curve crossing but also the electronic
coupling, â(r), between the two diabatic states which is
distance dependent, Figure 2. They found that as the curve
crossing moved toward the covalent state, C-L, the
magnitude of the electronic coupling â(r) increases in a
highly nonlinear manner and there are regimes where it
is possible that the increase in electronic coupling more
than offsets the increase in the energy associated with
curve crossing, Figure 2. Thus, it is possible that as the
stability of the CIP increases, the barrier to covalent bond
formation actually decreases, behavior contrary to the
Hammond postulate.15


Finally, for tert-butyl chloride, Hynes and co-workers
addressed the question of the validity of the Marcus
formalism as a theoretical model for relating the free
energy of activation, ∆Gq, with driving force, ∆G, through
a quadratic dependence.13 They found that the derived
intrinsic barrier, defined as the barrier for reaction at zero
driving force, is in error by more than a factor of 2 and
concluded that the Marcus equation for ∆Gq is not valid


FIGURE 1. Schematic free-energy curves for covalent (R..L) and
ionic (R+L-) states in the gas phase and polar solution: solid curve,
diabatic; dashed curve, adiabatic; SO, ground state; S1, excited state.


FIGURE 2. Valence-bond diagram showing the solvent dependence
of the free-energy curve for the ionic state (R+L-) as a function of
solvent polarity relative to the covalent state (R..L). The terms E1 and
E2 are the energies of the CIP relative to the curve crossing of the
two diabatic states. The terms â1 and â2 are the electronic coupling
of the two diabatic curves at the point of their crossing.
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for analysis of the reaction kinetics associated with
covalent bond formation from collapse of the CIP. They
speculated that the source of the error lies in the nonpa-
rabolic nature of the reaction surfaces, the highly non-
linear behavior of â(r), and the variation of solvent
stabilization with the position of the transition state.


Theory of Polarization Caging
The standard theoretical framework in which most studies
of organic reaction kinetics have been modeled is transi-
tion-state theory.4 One of the fundamental assumptions
underlying the theory is that once the molecular system
is thermally activated, it passes through the transition state
with a frequency of kT/h (6.6 × 1012 s-1 at 298 K) and as
it passes through the transition state the system maintains
equilibrium solvation. The A factor for Marcus theory, as
it has been applied to the SN1 reaction mechanism, is
assumed to maintain equilibrium solvation; the assump-
tions of transition-state theory require the solvent to adjust
its structure on the time scale associated with kT/h.
However, in recent years the field has come to recognize
the time scales associated with solvent reorganization
normally occur with longer times than that associated with
kT/h.16


In the 1940s Kramer recognized that the solvent could
in fact retard the motion of the reacting system as it passes
through the transition state and introduced the concept
of solvent friction often modeled as being proportional
to the solvent viscosity.4 As the solvent friction increases,
the frequency for passage through the transition state
decreases below the transition-state theory value of kT/
h, leading to a decrease in the overall rate constant k
relative to the rate constant predicted by the transition-
state model, kTST. The measure of the deviation is defined
in terms of the parameter κ, where κ ) A/ATST. To
determine κ, the A factor derived from experiment is
compared to the ATST calculated by estimating the parti-
tion functions for both the reactant and the transition
state; ATST is a hypothetical quantity.17


A significant advance in theory, relevant to the dynam-
ics of reactions proceeding via SN1, was achieved by Hynes
in the 1980s.16,17 The key insight underlying the new theory
is that the magnitude of the solvent friction depends upon
the reaction barrier frequency, ωb, in contrast to Kramer’s
theory where the value of the solvent friction is indepen-
dent of ωb. The deviation in the rate constant from that
predicted by transition-state theory, measured by κ,
depends not only on the parabolic reaction barrier
frequency at the transition state, ωb, but also on the
electrostatic solvent frequency ωs which is a measure of
the nondissipative restoring force that the charged system
experiences as it attempts to move off of the transition
state. The interplay between ωb and ωs leads to two types
of kinetic behavior for the charged species in the transition
state. If the electrostatic solvent frequency ωs is less than
ωb, the reacting species feels a retarding force or a drag,
which reduces the rate for the system to move off the
transition state, Figure 3. This regime is identified as the


nonequilibrium solvation limit for as the system moves
toward the product state, there is no requirement for the
solvent to reorganize. From model calculations for the
nonequilibrium solvation limit the deviation from transi-
tion-state theory is modest with κ approaching a limit of
the order of 0.8.17


When the absolute value of ωs is greater than ωb, |ωs|
> |ωb|, the system finds itself trapped in a “polarization
cage” as it attempts to move off of the transition state and
cannot evolve into the product state; only upon relaxation
of the solvent cage can the charged species move toward
product, Figure 3. Critical in determining the dynamics
associated with relaxation of the solvent cage is the solvent
longitudinal relaxation time, τl. In the polarization caging
limit the dynamics of the passage of the charged species
through the transition state is governed by solvent relax-
ation. Again, model calculations reveal that when |ωs| >
|ωb| the deviation from transition-state theory can be large
with κ ) 0.1 or less.17


Whether reaction processes leading to covalent bond
formation in the SN1 mechanism fall within either the
nonadiabatic or polarization caging limit has not been
determined until recently; it is only in the past few years
that the actual covalent bond formation event has been
kinetically resolved from all of the other molecular events
associated with the SN1 mechanism. Thus, prior to our
studies it was not known if |ωs| was indeed greater than
|ωb| and whether solvent dynamics associated with solvent
relaxation play an integral role in governing reactivity.


Kinetic Studies of SN1 Reaction Mechanism
for Benzhydryl Derivatives
In 1994 we began a series of investigations into the
reaction dynamics associated with the photochemically
induced bond homolysis and heterolysis of a variety of
benzhydryl derivatives, (C6H5)2CH-L (L ) chloride, bro-
mide, or acetate).18-25 From our femtosecond and pico-
second studies we developed the reaction scheme shown
in Figure 4. The 266-nm irradiation places the system in


FIGURE 3. Potential curves for the reaction barrier frequency, ωb,
solvent frequency, ωs, and result of their net interaction, ωb + ωs,
under the conditions of nonequilibrium solvation, |ωb| >| ωs|, and
polarization caging, |ωb| < |ωs|.
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the first excited state, S1, which decays on the 100-fs time
scale through bond homolysis forming the geminate
radical pair, GRP, or through bond heterolysis forming the
contact ion pair (CIP). In polar solvents the GRP is higher
in energy compared to the CIP, and thus, the GRP is an
excited state of the system. The GRP decays by two
pathways on the 10-100-ps time scale: diffusional sepa-
ration to form free radicals, FR, or internal conversion
onto the ground-state surface, GSS, partitioning between
the CIP and the initial reactant, C-L. In turn, the CIP
decays through formation of a covalent bond, k1, or
diffusional separation to the solvent-separated ion pair
(SSIP), k2. The SSIP may then revert back to the CIP, k3,
or undergo further separation to FI, k4. On the time scale
of our experiments (10 ns) the collapse of the FI to form
SSIP is not observed. A discussion of the method for
distinguishing the kinetic behavior for the various ion
species can be found in ref 18.


The concept of nucleophilicity, as defined within the
context of the SN1 reaction mechanism, was developed
from kinetic studies for the rates of reaction of resonance-
stabilized carbocations with various nucleophiles where
the reaction starts with the ions in the form of free ions.1


Given the nature of these experiments, the rate of reaction
reflects all of the interconversions of various ion pairs as
well as the rate for formation of the covalent bond. As
defined, nucleophilicity represents a complex combination
of molecular events and cannot be identified with one
molecular event. However, with our ability to kinetically
resolve each of the molecular transformations associated
with the SN1 mechanism, one can now discuss the nature
of the processes leading to bond formation, k1, as well as
the dynamics of conversion between ion pairs, k2, k3, and
k4; unfortunately the only molecular event that has not
been resolved is the formation of SSIP from FI.


Given the ability to resolve these molecular events, the
individual processes can then be examined as a function
of temperature to obtain the energies of activation, Ea, and
the frequency factors, A, to see if there is any deviation
from the predictions of transition-state theory. The results
of such a study for 3-methoxy- benzhydryl acetate (D+),


3-methoxy-4′-methyl-benzhydryl acetate (MethylD+), and
3,4′-dimethoxy-benzhydryl acetate (MethoxyD+) are shown
in Figure 5.24 For comparison of nucleophiles, the results
for benzhydryl chloride and benzhydryl bromide are
shown in Figure 6.24 The energies displayed for the CIP
are obtained from thermochemical and electrochemical
experiments as well as calculations.24 The energies for the
SSIP are relative to the CIP derived from the equilibrium
constant for these two species, K ) k2/k3.


Nonequilibrium Solvation vs Polarization
Caging in Bond Heterolysis
To understand the nature of the dynamic processes
leading to covalent bond formation through collapse of
the CIP, it is necessary to ascertain the role that the solvent


FIGURE 4. Reaction diagram the for photochemically induced bond
homolysis and bond heterolysis for benzhydryl derivatives and their
subsequent reactions in a polar solvent: C-L, ground state; S1, first
excited singlet state; GRP, geminate radical pair; FR, free radicals;
GSS, ground-state surface; CIP, contact ion pair; SSIP, solvent-
separated ion pair; FI, free ion. k’s are the rate constants for the
depicted processes.


FIGURE 5. Reaction profile for 3-methoxy-benzhydryl acetate (D+),
3-methoxy-4′-methyl-benzhydryl acetate (MethylD+), and 3,4′-
dimethoxy-benzhydryl acetate (MethoxyD+) in acetonitrile. Energies
of each species and the energy of activation, Ea, are in kcal/mol. κ
is defined in the text. Standard deviations for Ea and A can be found
in ref 24.


FIGURE 6. Reaction profile for benzhydryl chloride (DPMC) and
benzhydryl bromide (DPMB) in acetonitrile. Energies of each species
and the energy of activation, Ea, are in kcal/mol. κ is defined in the
text. Standard deviations for Ea and A can be found in refs 19 and
20.
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plays in governing those dynamics. At one extreme, the
nonequilibrium solvation limit, the solvent does not
maintain equilibrium solvation as the reacting species
passes through the transition state; in this regime the
limiting value of κ approaches 0.8, leading only to a small
deviation from the prediction of transition-state theory.
At the other extreme, the polarization caging limit, the
forces associated with interaction of the solvent with the
reacting charged species are greater than the force as-
sociated with the reaction barrier so that the dynamics of
the solvent govern the passage through the transition
state, leading to significant deviations from the predictions
of transition-state theory; in this regime the limiting value
of κ approaches values of 0.1 or less.17


The derived value of κ is predicated upon determina-
tion of ATST obtained through analysis of the estimated
partition functions for the reactant and transition states;
for the benzhydryl systems the value is on the order of
5.5 × 1012 s-1.19 For the benzhydryl acetates shown in
Figure 5, as the energies of the CIP increase as a result of
effect of substituents, the energy of activation for the
collapse of the CIP giving rise to covalent bond formation
decreases from a value of 5.4 to 1.9 kcal/mol. Accompany-
ing the decrease in Ea is a decrease in the A factor
changing from 5.5 × 1012 to 7.5 × 1010 s-1, leading to a
decrease in κ from a value of 1.0 to 0.013. For the
benzhydryl chloride and bromide the values for κ are 0.16
and 0.15, respectively, Figure 6. These observations for κ


strongly suggest that the transition state for covalent bond
formation in a polar solvent, such as acetonitrile, falls
within the limit of polarization caging; it is the motion of
the solvent that controls passage through the transition
state.


If solvent motion is integral to formation of a covalent
bond, then the dynamics of the solvent should manifest
itself in the A factors and κ should vary as 1/τl, where τl is
the solvent longitudinal relaxation time.17 Examination of
the A factors for the collapse of the benzhydryl chloride
CIP in the solvents acetonitrile and propionitrile yielded
values of 9.2 × 1011 and 5.1 × 1012 s-1, a ratio of 1.8.19 The
corresponding ratio of the longitudinal relaxation time for
acetonitrile (τl ) 0.2 ps) and propionitrile ((τl ) 0.3 ps) is
1.5, which again supports the conclusion that solvent
motion is fundamental in controlling the dynamics of
covalent bond formation.


It is evident in the set of activation parameters associ-
ated with the acetates, Figure 5, that as the energy of
activation for collapse of the CIP decreases the corre-
sponding A factors also decrease. Presumably as the
energy of activation decreases the curvature of the reac-
tion barrier, ωb, also decreases, that is the barrier curvature
becomes less sharp; this proposed relationship between
Ea and ωb has been observed for the potential-energy
surface associated with the excited-state isomerization of
trans-stilbene.26 For this series of benzhydryl species
interaction of the ions in the transition state with the
solvent should, to a first approximation, remain constant,
and thus, the value of ωs should not vary. Within the
polarization caging limit the theoretical model predicts


that as ωb decreases while ωs and τl remain constant, the
A factor will decrease. What is perhaps the most surprising
finding is the magnitude of the decrease as reflected in
the value of κ of 0.013 for 3-methoxy-benzhydryl acetate
contact ion pair. The deviation from the predicted value
of transition-state theory is a factor of 77, the largest
deviation found to date for SN1.


Transition States for Ion-Pair Interconversion
No explicit theoretical formulation exists for describing
the dynamic processes associated with transformation
between ion pairs. Our current understanding of these
processes comes from molecular dynamic simulations and
a limited number of experimental studies.27-32 Perhaps the
most in-depth experimental study to date is our experi-
ments probing the CIP diffusional separation for trans-
stilbene/fumaronitrile contact radical ion pair in a series
of four alkyl nitrile solvents where the rate processes were
examined as a function of temperature.29 The experimen-
tal findings were examined within the context of Kramer’s
model for solution-phase reaction. By assuming that the
friction felt by the ion pairs in the transition state for
separation could be modeled by the viscosity of the
medium, Kramer’s model gave an excellent account for
the observed kinetic behavior and its temperature depen-
dence. The values for the A factor for CIP/SSIP intercon-
version were on the order of 1011 s-1, deviating by more
than an order of magnitude from predictions of the
standard transition-state formalism.


From the studies of the various nucleophiles shown in
Figures 5 and 6 there is again a strong dependence of the
A factor for ion-pair interconversion with Ea. For the
largest barrier from the perspective of the CIP, the
benzhydryl chloride CIP has an energy of activation of 3.1
kcal/mol and associated A factor of 6.5 × 1011 s-1 while
the 3-methoxy-benzhydryl acetate CIP has an energy of
activation of 1.0 kcal/mol and an A factor of 1.1 × 1010


s-1. Even in this limited series of ion pairs the A factors
differ by more than a factor of 60. There appears to be no
basis for assuming that A factors for ion-pair intercon-
versions are constant. Also, a model for ion-pair inter-
conversion based upon standard transition-state theory
is inadequate. A more fruitful approach for interpreting
ion-pair dynamics is within the context of Kramer’s theory.
These molecular events clearly require more study.


Comparisons of Nucleophilicity
In light of the above observations, discussion of the nature
of the parameters controlling nucleophilicity in SN1 reac-
tion processes has become significantly more complicated.
Historically, nucleophilicity is often defined in terms of
the relative rates of reaction for a series of nucleophiles
with a common cation.1 This method, developed by
Ritchie, has been further advanced by Richards to include
a measure of the nucleophilicity parameter, N+, for
bromide, chloride, and acetate with respective values of
2.2, 1.2, and 0.60, where the bromide is the better
nucleophile.7 Now with the current experimental meth-
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odologies, the concept of nucleophilicity can be parsed
into processes associated with bond formation as well as
ion-pair interconversion. However, probing for a deeper
understanding leads to confusing correlations. For ex-
ample, comparing chloride and bromide one finds that
the rate of covalent bond formation with the benzhydryl
cation is larger for chloride (3.8 × 109 s-1) than for bromide
(3.2 × 109 s-1).20 Although the Ea is less for bromide, the
source of the increase in rate for chloride lies in chloride
having a larger A factor. Thus, the enhanced overall
nucleophilicity of bromide relative to chloride must reside
in the ion-pair interconversion processes. Unfortunately,
we have yet to be able to determine the rate of the collapse
of the bromide SSIP to the CIP in order to address this
issue.


This complexity is even more evident if one exams the
relative reactivity where the overall energies are similar.
For example, the energies for collapse of the CIP for
benzhydryl chloride and 3-methoxy-4′methyl-benzhydryl
acetate are very similar, and yet the rate of reaction for
chloride, 3.8 × 109 s-1, is almost a factor of 2 larger than
for acetate, 2.2 × 109 s-1.24 Surprisingly, the Ea’s are the
same, but it is the A factor that is governing the relative
dynamics with the A factor for acetate almost a factor of
2 smaller. In contrast, for the collapse of the CIP for
benzhydryl bromide and 3,4′-dimethoxy-benzhydryl ac-
etate, again of similar energy, the slowness of the acetate,
0.6 × 109 s-1, relative to the bromide, 3.2 × 109 s-1, is due
to the larger Ea and not in the A factor, which is an order
of magnitude larger than that for bromide.


Finally, the question arises as to whether a regime is
ever achieved in which stabilization of the CIP actually
leads to a reduction in the energy of activation for bond
formation, behavior in direct opposition to the Hammond
postulate.15 From the electronic structure theory based on
the work of Hynes, it is possible that as the CIP is


stabilized the increase in the electronic coupling â1 to â2


increases to a greater extent than the increase in E1 to E2,
leading to a reduction in the energy of activation Ea, Figure
2.13 We actually observed this phenomenon for the col-
lapse of 3-methoxy-4′-methyl-benzhydryl acetate CIP and
3,4-dimethoxy-benzhydryl acetate CIP in DMSO, Figure
7.24 The more stable of the two ion pairs actually has a
lower energy of activation for bond formation, which is
contrary to the behavior found in acetonitrile, Figure 5.
The source of the effect can be traced to DMSO having a
larger dielectric constant (ε ) 47) than acetonitrile (ε )
37), leading to a more stabilized CIP. As the position of
the curve crossing of the two diabatic surfaces decreases
there is an almost exponential increase in â.13 Thus, very
small changes in the distance of the separation of the ion
pair can have a profound effect upon electronic coupling.


Conclusion
Understanding the parameters controlling reactivity for
SN1 processes clearly involves assessing the contributions
of Ea and A for each of the molecular events. For Ea the
key parameter is the electronic coupling integral â(r) that
mixes the two valence-bond states. For A the key param-
eters are ωb, ωs, and τl. At present we are only beginning
to get a glimpse into how these parameters depend upon
molecular structure.


This work was supported by a grant from the National Science
Foundation, CHE-0408265.
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ABSTRACT
We delineate the factors governing the carboxylate-binding mode
(monodentate vs bidentate) in metalloproteins. We reveal how the
carboxylate-binding mode affects the binding affinity and selectivity
of a metal ion as well as the function of a metalloprotein using
Ca2+-binding proteins and enzymes (ribonuclease H1, phospho-
serine phosphatase, and ribonucleotide reductase) as examples.
The collected data indicate that a carboxylate monodentate /
bidentate switch, in addition to other structural factors, could be
used to fine tune the metal-binding site affinity and/or selectivity,
thus modifying the function/properties of the metalloprotein.


1. Introduction
Almost one-half of all known proteins contain metal
cofactor(s),1 which perform a variety of tasks ranging from
protein structure stabilization to enzyme catalysis, activat-
ing many essential life processes such as respiration and
photosynthesis.2-5 Among the metal ions, Na, K, Mg, Ca,
Zn, Cu, Fe, Co, and Mn are most frequently found to bind
to proteins under physiological conditions.2,3,5 Because of
the critical roles of these metal cofactors in protein
function, many studies have been carried out to under-
stand the factors governing metal binding and selectivity
in metalloproteins. We recently summarized the funda-
mental principles governing Mg2+, Ca2+, and Zn2+ binding


and selectivity in metalloproteins,6,7 while others reviewed
the role of Li+, Cu2+, and Fe2+ in binding, selectivity and
metal-induced folding in proteins.8-10 This Account differs
from previous reviews in summarizing recent experimen-
tal and theoretical evidence on how the carboxylate-
binding mode (monodentate vs bidentate) of aspartate
(Asp-) or glutamate (Glu-) amino acid residues plays an
important role in the binding affinity and/or selectivity
of a metal cofactor and thus function of a metalloprotein.


Aspartate and glutamate side chains are unique among
the 20 amino acids in possessing a carboxylate group that
can bind the metal cation via one of the carboxylate
oxygen atoms (i.e., monodentate meaning ‘one-toothed’,
Figure 1a) or both oxygen atoms (i.e., bidentate, Figure
1b), forming a four-membered ring. The carboxylate side
chain can also bind to two metal ions by bridging them
via an oxygen to each metal ion, forming a ‘chelate ring’.
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FIGURE 1. Monodentate vs bidentate carboxylate binding to a metal
cation. (a) Monodentate binding of Asp13 and Asp57 to hexacoor-
dinated Mg2+ in bacterial chemotaxis protein CheY (1CHN, 1.76 Å),
where water molecules in the first shell stabilize the metal-free
carboxylate oxygen atoms of Asp13 and Asp57. (b) Bidentate binding
of Glu31 to heptacoordinated Ca2+ in site I of calmodulin (1OSA,
1.68 Å).
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Despite this unique feature in binding the metal cation
monodentately or bidentately, Asp/Glu side chains have
been assigned various roles in metal binding and selectiv-
ity based mainly on their charge rather than on their
denticity. Due to the negative charge of the carboxylate
group, interactions with the metal cation in a buried
protein cavity are not only thermodynamically favorable
but also generally more favorable than those of other
neutral ligands; thus, Asp/Glu are thought to be mainly
responsible for sequestering the metal cation from physi-
ological fluids.6,11-13 The negative charge of the carboxylate
group also determines the net charge of a carboxylate-
binding pocket, which contributes to the selectivity of the
metal-binding site. For example, engineered EF-hand
calcium-binding sites containing three Asp/Glu side chains
(with a net ligand charge of -3) can selectively bind
Ca2+ against a much higher background concentration
of monovalent cations such as Na+ and K+.14 Increasing
the net negative charge of the protein cavity protects
the metal-bound ligands from being dislodged by cell-
ular anions; thus, the Asp-/Glu- lining the metal-
binding pocket also plays a protective role against interac-
tions with unwanted “alien” anionic species from cellular
fluids.15


Recent studies have revealed that in addition to the
negative charge of the carboxylate group, the mode of
carboxylate binding also plays an important role in
recognition of a native metal cofactor and thus the
function of a metalloprotein. Previous studies on the
carboxylate-binding mode,16-18 which were confined to Zn
proteins, focused on the thermodynamics and kinetics of
the monodentate / bidentate equilibrium. In this Account
we focus on the role of the carboxylate-binding mode in
metal recognition and protein function based mainly on
our previous theoretical results and literature pertinent
to this topic. We first delineate the factors governing the
carboxylate-binding mode in proteins and show how these
principles can be used to rationalize the observed differ-
ence in the carboxylate-binding mode in Mg2+- and Ca2+-
containing proteins. We then reveal how the carboxylate-
binding mode affects not only the binding affinity but also
the selectivity of a metal ion. Finally, we show how the
carboxylate-binding mode affects the function of a met-
alloprotein using Ca2+-binding proteins and several en-
zymes as examples.


In each of the following sections we first present the
background/rationale and outline the approach (depend-
ing on the original references to provide details of the
methodology). The theoretical studies mentioned herein
generally employed two approaches: in studying spe-
cific metalloproteins, all-atom molecular dynamics simu-
lations were performed, whereas in unraveling general
principles or guidelines, a combined quantum mechan-
ical/continuum approach was employed where the
effect of the protein matrix on the thermodynamics of
metal binding/selectivity was implicitly taken into account
(see section 2). We then summarize the key results and
discuss the physical basis and/or implications of the
findings.


2. Factors Governing the Carboxylate-Binding
Mode to a Given Metal Cofactor in Proteins
Of the two carboxylate-binding modes the monodentate
mode is generally more common than the bidentate mode
in both small molecules and metalloproteins, as shown
from statistical analyses of structures in the Cambridge
Structure Database (CSD) and the Protein Data Bank
(PDB).19-23 Although the former is predominant in
Mg2+- and Ca2+-binding sites containing inner-shell Asp
and Glu, significant differences between the preferred
carboxylate-binding mode in Mg2+ and Ca2+ proteins were
found:23 Of the 27 Mg2+- and 54 Ca2+-binding sites with
first-shell Asp/Glu ligands, only one Mg2+-binding site (in
human phosphatase, 1EW2) contains bidentately bound
carboxylates while almost a third (29%) of the Ca2+-
binding sites have at least one bidentately bound acidic
residue. Since previous theoretical studies on carboxylate
mono/bidentate equilibrium have been carried out on
only one type of metal-binding site, viz., catalytic zinc
sites,16-18 why Mg2+- and Ca2+-binding sites contain
significantly different amounts of bidentately bound acidic
residues was not clear. Furthermore, the physical prin-
ciples determining the carboxylate-binding mode were
also not clear.


To elucidate which factors favor monodentate carboxy-
late binding and which favor bidentate binding to the
metal ion, we systematically investigated how the car-
boxylate-binding mode depends on (i) the immediate
neighbors of the carboxylates, (ii) the type of metal and
its coordination number, (iii) the total charge of the metal
complex, and (iv) the relative solvent exposure of the
metal-binding site.23 For a given metal complex, we
computed the free energy for converting a monodentately
bound carboxylate to a bidentately bound one using
density functional theory (DFT) combined with the con-
tinuum dielectric method (CDM). DFT was used to treat
the metal and its ligands in order to incorporate electronic
effects such as polarization of the participating entities
and charge transfer from the ligands to the metal ion,
while a dielectric constant ε was used to model the rest
of the protein. The latter was used instead of an atomic
representation of the protein matrix as our goal was to
derive general principles not for a specific metal-binding
site in a metalloprotein but rather for all sorts of metal-
binding sites with varying degrees of solvent accessibility,
represented by ε ranging from 2 to 80. The calculations
predict metal-carboxylate oxygen distances and preferred
carboxylate-binding modes in metal complexes that agree
with those observed in the respective X-ray structures in
the CSD or PDB.23


The theoretical results23 suggest that the carboxylate-
binding mode is determined mainly by competition
between the metal cation, on one hand, and nonacidic
neighboring ligands from the metal’s inner or outer
coordination sphere, on the other, for the second oxygen
of the COO- moiety. Bidentate carboxylate binding is
preferred over the monodentate mode when the second
carboxylate oxygen’s interactions with the metal cation
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are more favorable than those with first or second-shell
ligand(s). This occurs when the following conditions occur.


(1) The metal cation has a high coordination number
(high steric repulsion among the ligands) and is thus more
tolerant to the less space-demanding bidentate motif


rather than the bulkier monodentate motif.


(2) The metal cation is a good Lewis acid that can
accept charge from the second carboxylate oxygen.


(3) The metal’s positive charge is not neutralized by
charge transfer from negatively charged ligands in the
metal complex and can thus attract the second carboxylate
oxygen.


(4) The metal cation is relatively large and can accom-
modate bulky protein main chain/side chain dipoles that
do not stabilize the second carboxylate oxygen as well as
the metal cation.


(5) The first- or second-shell ligands lack hydrogen-
bond donors or provide only poor hydrogen-bond donors
such as the peptide backbone that do not stabilize the
second carboxylate oxygen as well as the metal cation.


In addition to competition between the metal cation
and the first/second-shell residues for the second car-
boxylate oxygen, the relative rigidity of the metal-binding
site structure can also affect the monodentate / bidentate
equilibrium. This is exemplified in parvalbumin, which
contains a canonical EF-hand motif, consisting of a
contiguous 12-residue Ca2+-binding loop flanked by two
helices forming a conserved helix-loop-helix struc-
ture.24,25 In the native protein (1PAL), Glu101 at the last
position of the Ca2+-binding loop binds bidentately to Ca2+


in a pentagonal bipyramidal geometry (Figure 2a), but in
the E101D mutant (1B8L) Asp101 binds monodentately to
Ca2+ in a distorted octahedral geometry (Figure 2b).26


Molecular dynamics simulations of wild-type parvalbumin
and the E101D mutant have shown that the inherent
rigidity of the Ca2+-binding loop prevents the Asp101 side
chain from attaining a suitable orientation to coordinate
the metal bidentately.27


The principles outlined above help to rationalize the
observed difference in the preferred carboxylate-binding
mode in different metalloproteins. For example, the size
difference between Mg2+ and Ca2+ ions contributes in part
to the observed difference in the preferred carboxylate-
binding mode. Relative to Mg2+, Ca2+ is much larger (the
ionic radii of six-coordinated Ca2+ and Mg2+ are 1.00 and
0.72 Å,28 respectively) and can better accommodate bulky
protein main chain/side chain dipoles.29 Consequently,
Ca2+-carboxylate complexes are “drier” than the respec-
tive Mg2+-carboxylate complexes, in accord with X-ray
structures showing that Ca2+-binding sites have a much
lower ratio of water:backbone ligands than Mg2+-binding
sites. When the metal’s positive charge is reduced by


coordination to negatively charged ligands, carboxylate
interactions with the metal cation become weaker than


FIGURE 2. Bidentate vs monodentate carboxylate binding in
parvalbumin. (a) Bidentate binding of Glu101 to heptacoordinated
Ca2+ in pike 4.10 parvalbumin (1PAL, 1.68 Å). (b) Monodentate binding
of Asp101 to hexacoordinated Ca2+ in mutant beta-carp parvalbumin
(1B8L, 1.70 Å). (c) Monodentate binding of Glu101 to hexacoordinated
Mg2+ in pike 4.10 parvalbumin (4PAL, 1.80 Å).
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those with first- or second-shell ligands. In such cases,
first- or second-shell ligand-carboxylate interactions
dictate the carboxylate-binding mode. In water-rich
Mg2+ complexes containing two or more carboxylate
groups, the metal-free carboxylate oxygen atoms can be
stabilized by the metal-bound water molecules; therefore,
Mg2+ prefers to bind the carboxylates monodentately
rather than bidentately (see Figure 1a). On the other
hand, in the respective “drier” Ca2+ complexes the second
carboxylate oxygen may not be sufficiently stabilized by
the peptide backbone; thus, Ca2+ could compete with the
peptide backbone for the second carboxylate oxygen (see
Figure 1b).


3. Bidentate Carboxylate Binding Favors a
Trivalent Lanthanide Cation over a Divalent
Cation
The principles outlined above could help not only to
rationalize the preferred carboxylate-binding mode found
in different metalloproteins but also in the design of
metal-binding sites that are specific for certain metal
cations. For example, they could be used to design binding
sites that are specific for trivalent lanthanide cations, Ln3+,
instead of the natural divalent metal cofactors such as
Mg2+ and Ca2+. This is useful because alkaline-earth metal-
binding sites in proteins (Ca2+-binding sites in particular)
have few chemical properties that can be used to explore
their biochemistry in situ. In contrast, luminescent lan-
thanide ions can be used in bioanalytical assays30 to
determine the interdomain distance of proteins,31 while
paramagnetic lanthanides, whose large anisotropic mag-
netic susceptibility gives rise to large pseudocontact shifts
that can be observed for residues as far as 40 Å from the
metal center, can be used to obtain long-distance re-
straints for NMR protein structure determination.32 Metal-
bound carboxylates play a crucial role in determining the
affinity of the Ca2+-binding site for lanthanides.33 Accord-
ing to the principles derived in the previous section,
trivalent cations are better charge acceptors than divalent
or monovalent ions; thus, relative to the latter, they should
prefer to bind the carboxylate group bidentately.


To verify if indeed bidentate carboxylate binding could
favor a trivalent lanthanide cation over a divalent cation,
we computed the free energies for replacing a native
divalent metal cofactor (Ca2+) by a trivalent lanthanide
cation (La3+), retaining and changing the original car-
boxylate-binding mode in a pseudoclassical EF-hand Ca2+-
binding site, which is modeled by Ca2+ heptacoordinated
to a bidentate formate (denoted by HCÕÕ), three mono-
dentate formates, and two water molecules34 (see Table
1). The four formates are heptacoordinated to La3+ in
various combinations of monodentate and bidentate
modes. Table 1 lists the free energies for the following


The results in Table 1 show that bidentate carboxylate


binding facilitates the Ca2+fLa3+ exchange in fully or
partially buried sites: the condensed-phase ∆Gx values (x
) 4-20) in Table 1 become more favorable (more nega-
tive) with an increasing number of carboxylates bound
bidentately to La3+.34 This is because, as compared to
monodentately bound carboxylates, increasing the num-
ber of bidentately bound carboxylates to La3+ increases
the number of water molecules that are freed from the
metal’s first coordination sphere, which, in turn, results
in a gain in the gas-phase entropy and solvation free
energy. The findings are consistent with available experi-
mental data. That bidentate carboxylate binding facilitates
Ca2+ f La3+ exchange is consistent with the observed
switch from monodentate to bidentate carboxylate bind-
ing when Ca2+ is replaced by (a) Yb3+ in the EF-hand Ca2+-
binding site of carp parvalbumin35 and (b) Eu3+ in
thermolysin.36 That La3+ prefers to bind at least one
carboxylate bidentately in an EF-hand-like binding site is
in line with the observation that all EF-hand-like lan-
thanide-binding sites in the PDB contain at least one
bidentately bound Asp/Glu.


The finding that freeing both carboxylate oxygen atoms
so they could bind bidentately to the metal cation would
enable lanthanide ions to replace a native divalent metal
cofactor may be useful in NMR structure determina-
tion of Ca2+/Mg2+-binding proteins. The carboxylate
oxygen atoms could be freed by replacing those wild-type
residues that stabilize them with similar residues without
hydrogen donors; i.e., bidentate coordination could be
favored over monodentate coordination by “negative”
design.


Table 1. Calculated ∆Gx (kcal/mol) for Replacing Ca2+


in [Ca(HCÕÕ)(HCOO)3W2]-2 by [LaW9]3+ with and
without Changing the Carboxylate-Binding Mode in


Media of Dielectric Constant, xa


a x ) 4, 10, and 20 model protein-binding cavities with increas-
ing degree of solvent exposure; W ) H2O.


[Ca(HCÕÕ)(HCOO)3(H2O)2]-2 + [La(H2O)9]3+ f


[La(HCÕÕ)n(HCOO)4-n(H2O)3-n]- + (2 + n)H2O +


[Ca(H2O)6]2+ (1)
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4. Carboxylate-Binding Mode Affects the
Maximum Number of Metal-Bound
Carboxylates
The number of metal-bound Asp-/Glu-, which determines
the net charge of a carboxylate-rich metal-binding site,
has been found to play an indirect role in enhancing the
affinity and/or selectivity of a protein cavity for a given
metal cofactor. For example, the three Asp-/Glu- side
chains lining engineered EF-hand Ca2+-binding sites
contribute a net ligand charge of -3, which helps to
selectively bind divalent Ca2+ against a much higher
background concentration of monovalent cations such as
Na+ and K+.14 However, the maximum number of car-
boxylates that could bind to a metal ion of charge q,
denoted by MaxCOO(Mq+), was not known. Furthermore,
if and how the carboxylate-binding mode affects this
upper limit was also not known.


To evaluate if and how the carboxylate-binding mode
affects the MaxCOO(Mq+) in proteins, we computed the free
energies for the successive exchange of metal-bound water
molecules for carboxylates bound either monodentately
or bidentately37 using a combined DFT and CDM ap-
proach (see above). From the computed free energies
(Figure 3) the maximum number of carboxylates that
could bind to the natural metal cofactors, Mg2+, Ca2+, and
Zn2+, as well as non-natural metal cofactors, lithium (Li+),
lanthanum (La3+), and zirconium (Zr4+), were determined.
The findings from the calculations were validated by
comparison with the number of Asp/Glu coordinated to
univalent (Li+, Na+, K+, Rb+, Cs+), divalent (Mg2+, Ca2+,
Zn2+, Cd2+), and trivalent (lanthanides, Ln3+) metal ions
in <3.0 Å X-ray/NMR structures in the PDB. Complexes
of tetravalent metals such as Zr4+, Hf4+, or Ce4+ were not
found in any PDB structures. On the basis of the com-
bined results from the DFT/CDM calculations and the
PDB survey, guidelines were derived for estimating the
MaxCOO(Mq+) in metalloproteins.37


The results suggest that the carboxylate-binding mode
could affect the MaxCOO(Mq+).37 If all the carboxylates are
bound monodentately to the metal cofactor in a fully/
partially buried protein cavity, a metal ion of charge q can
bind no more than q + 1 Asp-/Glu- (see Figure 3), if the
metal complex were not additionally stabilized by interac-
tions with outer-shell ligand(s). This is because a metal
ion of charge q bound to q + 1 Asp-/Glu- results in a
monoanionic metal complex, which is unlikely to bind
another Asp-/Glu- to form a dianionic metal complex
due to repulsive charge-charge interactions between
two negatively charged entities in a relatively buried cav-
ity. However, if one or more acidic residues bind biden-
tately to the metal cofactor in a relatively buried pro-
tein cavity the MaxCOO(Mq+) may be raised to q + 2,
i.e., 4 for a divalent cation and 5 for a trivalent cation.
Although a monodentately bound carboxylate cannot
displace a metal-bound water molecule in the mono-
anionic [Ca(CH3COO)3(H2O)4]- complex (positive free
energy, data not shown), a bidentately bound carboxylate
could do so (negative free energy, data not shown) mainly


because the release of an extra water molecule results in
a gain in the gas-phase entropy and solvation free
energy.37 The finding that a divalent metal ion can bind
as many as four Asp/Glu side chains if one of them is
bidentately bound is consistent with the finding that 16
out of the 20 tetracarboxylate dication-binding sites in the
PDB structures contain at least one Asp/Glu bound
bidentately to the metal ion.37


Increasing the number of metal-bound Asp-/Glu- in
buried sites facilitates exchange of a native divalent metal
cofactor such as Ca2+/Mg2+ for a trivalent lanthanide
cation as the latter can accept more negative charge from
the carboxylate side chains than the former.23 It also


FIGURE 3. Calculated free energies (∆Gε) for the successive
exchange of a metal-bound water molecule for monodentately bound
acetate in [M(H2O)m(CH3COO)n]q-n complexes (M ) Li+, Zn2+, La3+,
and Zr4+) as a function of the number of carboxylates in the product
metal complex. (a) ∆Gε corresponding to a buried site (ε ) 4). (b)
∆Gε corresponding to a partially buried site (ε ) 10).
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increases the net negative charge of the metal-binding
cavity, which in turn increases the protection level of
the cavity against attacks from intracellular anions.
Whereas Cl- could displace both Mg2+-bound amide and
water ligands in a neutral cavity, it can displace only
Mg2+-bound water in an anionic cavity but none of the
Mg2+-bound ligands in a dianionic cavity.15 Thus, by
playing a role in determining the MaxCOO(Mq+), the car-
boxylate-binding mode could indirectly (i) affect the
affinity and/or selectivity of a protein cavity for a given
metal cofactor and (ii) help protect the cavity from attack
by “alien” cytoplasmic anions.


5. Carboxylate-Binding Mode Can Control
Protein Function
As the carboxylate-binding mode can affect the affinity
and/or selectivity of a protein cavity for a given metal
cofactor, it can also affect the protein’s function. Perhaps
the best known example of the effect of the carboxylate-
binding mode on protein function is provided by EF-hand
regulatory Ca2+-binding proteins such as calmodulin,
calcineurin, calpain, recoverin, S100, and troponin C,
which are involved in a wide variety of physiological
processes, including cell cycle regulation, signal trans-
duction, second messenger production, muscle contrac-


tion, and vision.26 The binding mode of a highly conserved
Glu at the last position of the EF-hand Ca2+-binding loop
plays a crucial role in discriminating between Ca2+ and
Mg2+ and their binding affinities in these proteins (Figures
1b and 2a).14 Bidentate binding of this Glu to a hepta-
coordinated Ca2+ (as observed in the X-ray structure of
Ca2+-bound parvalbumin; Figure 2a) is correlated with
large conformational changes in the protein, which sub-
sequently trigger a cascade of events along the signal
transduction pathway14,38,39 (so-called “calcium-induced
molecular switch”40). In contrast, monodentate binding of
this Glu to a hexacoordinated Mg2+ (4PAL; Figure 2c)
resulted in a physiologically silent protein.41


The carboxylate-binding mode can not only regulate
signal transduction but also abolish catalytic activity in
some metalloenzymes such as E. coli ribonuclease H1
(RNase H1)42 and human phosphoserine phosphatase
(PSP).43 Human PSP, which utilizes Mg2+ as a cofactor,
catalyzes the hydrolysis of phosphoserine to yield L-serine
and inorganic phosphate.43 However, the enzymatic activ-
ity is abolished upon binding to Ca2+, a potential com-
petitor of Mg2+ in living cells. A comparison between the
active-site X-ray structures of Mg2+-bound (Figure 4a) and
Ca2+-bound (Figure 4b) PSP suggests that a switch in the
carboxylate-binding mode of an essential Asp residue
(from mono- to bidentate) contributes to the loss of
catalytic activity. In the Mg2+-bound PSP from Methano-
coccus jannaschii (Figure 4a), Asp11 is monodentately


FIGURE 4. Monodentate vs bidentate carboxylate binding in
substrate-bound phosphoserine phosphatase. (a) Monodentate bind-
ing of Asp11 to Mg2+ in PSP from Methanococcus jannaschii
(1L7P, 1.90 Å). (b) Bidentate binding of Asp20 to Ca2+ in human PSP
(1NNL, 1.53 Å). Adapted from Figure 5 in ref 43, where the substrate
is modeled in the active site and a ligating water molecule and
Asp13/22 were omitted for clarity only.


FIGURE 5. Different Mg2+- and Ca2+-binding sites in RNase H1.
(a) Mg2+ bound to Asp10 and Glu48 monodentately (1RDD, 2.8 Å).
(b) Ca2+ bound to Asp10 and Glu48 monodentately and additionally
Asp70 bidentately (from average MD structure in ref 42).
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bound to Mg2+ and its metal-free carboxylate oxygen can
thus attack the phosphorus atom of the phosphoserine
substrate. In the Ca2+-bound human enzyme (Figure
4b), the corresponding Asp20 is bidentately bound to
Ca2+, thus preventing it from attacking the substrate,
resulting in an inactive enzyme. In analogy, bidentate
binding of Asp70, a hypothesized general base in RNase
H1 catalysis, to Ca2+ in addition to the protein ligands of
the smaller native cofactor, Mg2+, enables Ca2+ to bind
the enzyme tighter than Mg2+ in vitro but prevents Asp70
from deprotonating a water nucleophile for subsequent
phosphate attack, thus abolishing enzymatic activity
(Figure 5).42


In addition to mononuclear metal-binding sites, the
interconversion between mono- and bidentate Asp/Glu
in polynuclear metal-binding sites (so-called “carboxylate
shift”44) has been postulated to play an important role in
a number of catalytic processes.45 Notable in this respect
is the effect of the “carboxylate shift” on the function of
ribonucleotide reductase (RNR), which catalyzes reduction


of ribonucleotides to deoxyribonucleotides, which are
essential for DNA synthesis.46 Class I RNRs is a complex
of two dimeric proteinssR1, containing binding sites for
substrates and allosteric effectors, and R2, harboring a
diiron redox center and the catalytically essential tyrosyl
radical.47 During the catalytic process the reduced difer-
rous (Fe2+Fe2+; redR2) form is oxidized by oxygen to an
oxidized diferric (Fe3+Fe3+; oxiR2) form. In oxiR2 (1MXR;
Figure 6a) pentacoordinated Fe13+ and hexacoordinated
Fe23+ are bridged by a glutamate side chain (Glu115) and
an oxo (O2-) ion, while the rest of the metal coordination
spheres are complemented by His, Asp/Glu, and water
ligands. Upon reduction, the more weakly bound water
ligands in oxiR2, which form hydrogen bonds with the
metal-free carboxylate oxygen of Glu238, are lost, freeing
Glu238 to bind bidentately to both Fe2+ ions in redR2
(1XIK; Figure 6b). The Glu238 carboxylate shift from
binding one Fe3+ monodentately in oxiR2 to binding two
Fe2+ bidentately in redR2 is accompanied by a Fe coor-
dination number decrease from 5 or 6 in oxiR2 to 4 in


FIGURE 6. Bidentate vs monodentate carboxylate binding of Glu 238 in E. coli ribonucleotide reductase R2 domain. (a) Monodentate binding
of Glu238 to Fe23+ in the oxidized diferric (met) form (1MXR, 1.42 Å). (b) Bidentate binding of Glu238 to Fe12+ and Fe22+ in the reduced
diferrous form (1XIK, 1.70 Å).
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redR2; the resulting unsaturated, less crowded coordina-
tion sphere of Fe2+ facilitates O2 binding.48 Thus, a shift
in the carboxylate-binding mode from mono- to bidentate
creates an accessible reaction site for O2.


6. Concluding Remarks
The results herein reveal that the carboxylate-binding
mode plays an important role in the binding affinity and
selectivity of a metal cofactor and thus function of a
metalloprotein. It is determined mainly by the competi-
tion between the metal cation, on one hand, and neigh-
boring nonacidic ligands (water, backbone carbonyls)
from the metal-binding pocket, on the other, for the
second oxygen of the COO- entity. Several factors such
as the immediate surrounding of the metal-bound car-
boxylate, the type of metal and its coordination number,
the total charge of the metal complex, and the relative
solvent accessibility and rigidity of the metal-binding
pocket could affect the monodentate / bidentate equi-
librium (section 2).


The carboxylate-binding mode to a metal ion could also
play a dual role in metal-ion selectivity and protein
function. By shifting the equilibrium toward bidentate
carboxylate binding, a metal-binding site could become
selective for trivalent (lanthanide) over divalent (Mg2+ or
Ca2+) cations (section 3) or be fine tuned to accommodate
an extra Asp-/Glu- in the metal’s first coordination sphere
(section 4). The carboxylate-binding mode is of crucial
importance in signal transduction: a switch in the car-
boxylate-binding mode of a highly conserved Glu in EF-
hand regulatory proteins from bidentate to monodentate
upon Ca2+ f Mg2+ substitution abolishes signal trans-
duction (section 5). Conversely, a switch in the carboxy-
late-binding mode of a highly conserved Asp in human
phosphoserine phosphatase from monodentate to biden-
tate upon Mg2+ f Ca2+ substitution abolishes enzymatic
activity (section 5). Furthermore, by manipulating the
mode of carboxylate binding at a relatively low-energy
cost,48 diiron protein R2 of ribonucleotide reductase can
create an accessible coordination site for the incoming
O2 (section 5).


Both theoretical and experimental results summarized
in this Account indicate that a carboxylate monodentate
/ bidentate switch, in addition to other structural factors,
could be used to modulate the metal-binding site affinity/
selectivity for a given metal cofactor, thus altering the
function of the metalloprotein. Thus, switching the car-
boxylate-binding mode is potentially another design tool
that could be employed to engineer new metal-binding
sites with preprogrammed properties.
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ABSTRACT
Nitric oxide, a reactive free radical, regulates a variety of biological
processes. The absence of tools to detect NO directly, rapidly,
specifically, and selectively motivated us to synthesize metal-based
fluorescent probes to visualize the presence of NO. We prepared
and investigated Co(II), Fe(II), Ru(II), Rh(II), and Cu(II) complexes
as turn-on fluorescent NO sensors. Our exploration has provided
insight into how the interaction of transition-metal centers with
nitric oxide can be utilized for NO sensing.


Introduction
Nitric oxide (NO) is produced by inducible and constitu-
tive nitric oxide synthases (iNOS and cNOS), resulting in
a wide range of concentrations in biological systems.1-3


Depending on its concentration and location, NO can
have diverse biological functions. At low concentrations,
NO regulates vasodilation in the circulatory system and
long-term potentiation in the brain.1-3 In contrast, mi-
cromolar concentrations of NO can trigger the formation
of reactive nitrogen species (RNS), leading to carcinogen-
esis and neurodegenerative disorders but also providing
a defense against invading pathogens.2,3


Since NO is a free radical that rapidly diffuses through
most cells and tissues and reacts with biological targets,4,5


its formation and migration are not easily monitored in
biology. Fluorescence detection allows imaging of intra-
cellular and extracellular NO when combined with mi-
croscopy, providing high spatiotemporal resolution6,7


compared to other methods such as chemiluminescence,8


EPR spectroscopy,6 and amperometry.9 For bioimaging of
NO, the commercially available organic molecule-based
sensors o-diaminonaphthalene (DAN) and o-diamino-
fluoresceins (DAFs) (Figure 1) are commonly used.6,7 Their
fluorescent response, however, requires formation of a
triazole species by oxidized NO products such as N2O3.
They are therefore unable to monitor NO itself, which


means that NO-related bioevents would not be detected
in real time.


There are several requirements for fluorescent nitric
oxide sensors to be useful in biology. Probes should be
nontoxic and afford direct, fast, reversible, specific, and
selective NO detection. It is preferable that they contain
fluorophores that excite and emit in the visible or near-
infrared region in order to avoid interference or cellular
damage by UV light. Real-time imaging with spatial
resolution is desirable.


To address the lack of suitable NO sensors, we explored
the reactions between nitric oxide and transition-metal
complexes to devise metal-based fluorescent sensors that
satisfy the aforementioned criteria. This Account describes
the evolution of transition-metal-based strategies for nitric
oxide sensing as well as detailed mechanistic studies of
the underlying chemistry by our research group and
others.


Strategies for Metal-Based Fluorescent Nitric
Oxide Sensing
The first metal-based fluorescent nitric oxide sensor, an
iron cyclam complex, exhibited diminished emission
intensity upon NO binding to the iron center.7,10 An iron
dithiocarbamate complex with an acridine-TEMPO ligand
also displayed a decrease in fluorescence after NO bind-
ing.7,11 Fluorescence enhancement is generally preferred
over fluorescence quenching when monitoring an analyte
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FIGURE 1. Chemical structures of DAN and DAFs.
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in biological systems. When we embarked on our research,
no examples of metal-based turn-on fluorescent nitric
oxide sensors existed. Our approach to achieving this
objective and detection of NO production in living cells
with the use of one such probe form the basis of the
present Account.


Fluorophore Displacement without Metal Reduction.
This approach relies upon formation of a metal-nitrosyl
adduct, releasing a fluorophore that was initially quenched
by coordination to a paramagnetic transition-metal center
by electron or energy transfer (Scheme 1.a).12 Fluoro-
phores can bind the metal center as axial ligands. Intro-
duction of nitric oxide causes their displacement with
concomitant fluorescence turn on. This strategy has been
applied for an iron cyclam complex,7 ruthenium porphy-
rins,13 and dirhodium tetracarboxylate complexes.7,14


Metal Reduction without Fluorophore Displacement.
Nitric oxide can reduce Cu(II) to Cu(I) in the presence of
methanol or water (ROH), forming RONO and H+ (R )
Me or H), without loss of a fluorescent ligand from the
coordination sphere (Scheme 1.b).15 Detailed mechanistic
studies of such reactions suggested to us that Cu(II)-based
nitric oxide chemistry might form the basis for a sensing
strategy.15 In particular, fluorophore fluorescence, quenched
in a paramagnetic Cu(II) environment, might be restored
upon NO-induced reduction to a diamagnetic Cu(I) spe-
cies with retention of the fluorophore ligand (Scheme 1.b).
We devised three Cu(II) systems to explore this ap-
proach.16,17


Metal Reduction with Fluorophore Displacement.
Reductive nitrosylation can accompany the reactions of
NO with complexes of redox-active metal ions, including
Co(II) and Fe(III), where the nitrosated ligand is dis-
placed.15,18 In this reaction a fluorescent ligand initially
coordinated to the metal ion is dissociated with concomi-
tant fluorescence turn on following exposure to NO. Such
displacement of a ligand fluorophore by NO was a key
feature of our first fluorescent NO sensors, cobalt-DATI
(DATI ) dansyl-aminotroponimine, Figure 2) and dico-
balt(II) tetracarboxylate compounds (Scheme 1.c.i).18,19


During metal reduction by NO, a species with NO+


character can react with an amine functionality to produce
an N-nitrosamine.20 If the fluorophore contains a coor-
dinated amine, it can become N-nitrosated by an in-
tramolecular pathway with concomitant dissociation and
fluorescence enhancement (Scheme 1.c.ii). Such increased
fluorescence was observed in the reaction of a copper
anthracenyl-cyclam complex with NO to form an N-
nitrosated cyclam ligand.21 Utilizing this fluorophore-
displacement N-nitrosation strategy, metal-based sensors
for detecting NO were developed. We constructed a
copper(II) fluorescein complex for NO sensing based on
this approach.22


Cobalt(II) Complexes23


Co-DATI Systems. The reactions of cobalt(II) tropocoro-
nand complexes with NO were previously investigated in
our laboratory.24 This NO chemistry suggested that Co(II)
HRDATI and H2DATI-4 systems (Figure 2) might be
suitable targets for fluorescent NO sensor development.
We prepared four Co(II) complexes [Co(iPrDATI)2] (1),
[Co(tBuDATI)2] (2), [Co(BzDATI)2] (3), and [Co(DATI-4)] (4)
(Figure 3)18 having pseudo-tetrahedral geometries with
dihedral angles between the 5-membered chelate rings of
76.1°, 81.4°, 73.8°, and 62.2°, respectively.18 These values
reflect the different steric requirements of the R substit-
uents. The dansyl groups in 3 and 4 align in a parallel-
planar fashion with an average distance between the ring
planes of 3.5(1) and 3.63(9) Å, respectively. These dis-
tances are within range for π-π stacking interactions,25


which could possibly contribute to the quenching of the
dansyl group fluorescence.


The fluorescence of a 40 µM solution of 1 in CH2Cl2 is
only 5-6% of the intensity of the free ligand (Figure 4).18


This fluorescence quenching is hypothesized to result
mainly from interactions between the excited fluorophore
and the cobalt(II) d-orbital manifold by electron or energy
transfer.12 Upon addition of NO to the solution, a steady
8-fold fluorescence increase relative to that of the starting
complex 1 was noted over 6 h (Figure 4).18 The initial
fluorescent response of 4 to NO is faster than that of 1,
however. A 2-fold fluorescence increase occurred within
3 min in CH2Cl2, and the emission continued to rise over
6 h to a final 4-fold enhancement.18 The lower limit of
NO detection by 4 is 50-100 µM.18 The tetramethylene
linker chain in 4 (Figure 3) distorts the Co(II) geometry
relative to that in 1, 2, and 3, which may cause its
differential NO reactivity.


Scheme 1. Strategies for Metal-Based NO Sensing


FIGURE 2. Chemical structures of HRDATI and H2DATI-4.
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The NO-induced fluorescence enhancement in these
reactions is a consequence of fluorophore dissociation,
which accompanies formation of Co(I)-dinitrosyl adducts
as revealed by IR and 1H NMR spectroscopy. Several hours
after addition of excess NO to CH2Cl2 solutions of 1, two
IR bands appeared at 1838 and 1760 cm-1, indicating the
presence of dinitrosyl complexes.18 The 1H NMR spectrum
after the reaction revealed two sets of resonances for
diamagnetic compounds corresponding to the free ligand
HiPrDATI and the {Co(NO)2}10 species [Co(NO)2(iPrDATI)].18


Thus, the chemistry proceeds by a reductive nitrosylation
mechanism (Scheme 2) with turn-on emission arising


from fluorophore dissociation upon NO binding to Co(II)
(Scheme 1.c.i).


Dicobalt(II) Tetracarboxylate Chemistry. A dicobalt(II)
tetracarboxylate complex with N-donor ligands, [Co2(µ-
O2CArTol)2(O2CArTol)2(py)2], where -O2CArTol ) 2,6-di(p-
tolyl)benzoate and py ) pyridine, was previously reported
by our laboratory.26 The properties of this complex,
including its air stability and binding of an N-donor ligand
to the metal core, inspired us to prepare derivatives having
appended fluorophore-modified nitrogen bases as poten-
tial fluorescent NO sensors. The dicobalt(II) complex of
dansyl-piperazine (Ds-pip) was synthesized and found to
exist in solution as an equilibrium mixture of windmill
[Co2(µ-O2CArTol)2(O2CArTol)2(Ds-pip)2] (5) and paddlewheel
[Co2(µ-O2CArTol)4(Ds-pip)2] (6) geometric isomers, depend-
ing on the temperature (Figure 5).19 Compound 6 is the
predominant species in solution at room temperature.


When a CH2Cl2 solution of 6 (100 µM) was allowed to
react with 150 equiv of NO, a 9.6-fold fluorescence
increase occurred within 1 h and the emission maximum
shifted from 503 to 513 nm (λex ) 350 nm).19 IR spectros-
copy in situ revealed two prominent bands at 1864 and
1783 cm-1, consistent with formation of a Co(I) dinitrosyl
adduct. A band at 1610 cm-1 in 6 attributed to a carbox-


FIGURE 3. ORTEP diagrams of 1-4 showing 50% probability thermal ellipsoids. Reprinted with permission from ref 18. Copyright 2000
American Chemical Society.


FIGURE 4. Fluorescence response of 1 compared to HiPrDATI (right)
and of 1 upon addition of excess NO (left), excited at 350 nm.
Adapted with permission from ref 18.


Scheme 2. NO Reactivity of Co-DATI Complexes
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ylate CdO stretching mode disappeared during the NO
reaction and was replaced by a new band at 1745 cm-1,
assigned to the free carboxylic acid. These results indicate
a structural change at the metal center involving the
carboxylate ligands.19 X-ray crystallographic analysis re-
vealed formation of the dicobalt tetranitrosyl complex
[Co2(µ-O2CArTol)2(NO)4] and N-nitroso dansyl-piperazine
during the reaction. Thus, NO reductively nitrosylates 6
at the dicobalt(II) core, generating a species with NO+


character, which in turn nitrosates the ligand with con-
comitant dissociation from cobalt and turn-on fluores-
cence emission (Scheme 3). The observed formation of
the N-nitrosated fluorophore ligand helps to explain the
shift in emission maximum after the NO reaction.19 Thus,
the fluorophore dissociation strategy (Scheme 1.c.i), in-
volving N-nitrosation of the fluorophore ligand during
reductive nitrosylation at the metal center, is responsible
for the increase of fluorescence upon treatment of these
dicobalt systems with NO.


Other Cobalt Dansyl Complexes. To improve the
solubility as well as the kinetics of fluorescence turn on
by NO in the Co(II) systems, we synthesized the nonfluo-
rescent air-stable Co(II) complexes [Co(Ds-AMP)2] (7) and
[Co(Ds-AQ)2] (8), where Ds-AMP and Ds-AQ are the
conjugate bases of dansyl-aminomethylpyridine (Ds-


HAMP) and dansyl-aminoquinoline (Ds-HAQ).27 X-ray
crystallographic determinations of both complexes re-
vealed a pseudo-tetrahedral geometry similar to that of
the Co-DATI complexes (Figure 6).


Fluorescence enhancement of 7 and 8 upon NO
treatment occurred in both CH3CN (dielectric constant
37.5) and CH3OH (32.6) solvents, which are closer in
polarity to water (80.2) than CH2Cl2 (9.1). Upon admission
of NO to CH3CN solutions of Co(II) complexes (10 µM),
the fluorescence increased by 2.1-fold within 35 min for
7 and by 3.6-fold within 20 min for 8, restoring one-half
of that displayed by 2 equiv of the free ligands, Ds-HAMP
or Ds-HAQ (λex ) 342 nm).27 As in the reaction of Co-
DATI complexes with NO (Scheme 2),18 a diamagnetic
dinitrosyl adduct and one free ligand were formed in the
reaction of 7 with NO, as confirmed by IR ({Co(NO)2},
νNO ) 1766 and 1693 cm-1) and 1H NMR (two sets of
diamagnetically shifted peaks) spectroscopy. Thus, NO
sensing by turn-on fluorescence using 7 and 8 occurs by
ejection of one fluorophore ligand from the cobalt coor-
dination sphere via reductive nitrosylation (Scheme 1.c.i).


Co-FATI Systems. The dansyl group is not optimal for
in vivo imaging of NO because it requires high excitation
energy, which can damage cells. We therefore designed
two Co(II) complexes with fluorescein-based ligands


FIGURE 5. ORTEP diagrams of windmill 5 and paddlewheel 6 showing 50% probability thermal ellipsoids. The phenyl rings of ArTolCO2
-


ligands have been omitted for clarity. Adapted with permission from ref 21. Copyright 2004 American Chemical Society.
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[Co(iPrFATI-3)] (9) and [Co(iPrFATI-4)] (10) (Figure 7).28


Although X-ray structure determinations of 9 and 10 were
not obtained, both complexes are likely to be mono-
nuclear based on mass spectrometric analyses. Compound
10 might have a dinuclear structure by analogy to that of
the related complex [Co2(iPrSATI-4)2] (SATI ) salicylaldi-
mine) (Figure 8), however.28


Addition of NO to CH3OH solutions of 9 and 10 (10
µM) showed a fluorescence increase of only 20% over 4 h
for 9 and 3-fold over 22 h for 10 (λex ) 503 nm, λem ) 530


nm), which is significantly slower than encountered with
the previous Co(II) systems.18,19,27,28 Infrared studies of the
reaction of 9 with NO indicate the presence of mononi-
trosyl (1630 cm-1) and dinitrogen (2114 cm-1) adducts.28


We cannot rule out formation of dinitrosyl species,
however, since an intense band for the fluorescein car-
boxylic acid at 1759 cm-1 overlaps the IR bands of νNO in
{Co(NO)2}. Complex 10 also formed the 2117 cm-1 band,
which most likely corresponds to a dinitrogen adduct.
Since multiple products are encountered during the
reaction, it is not clear from which of these species
fluorescence enhancement arises.


Iron(II) Complexes23


Iron(II) Mmc-cyclam. An Fe(II) methoxycoumarin-pen-
dent cyclam (Mmc-cyclam) scaffold containing a fluores-
camine-PROXYL group (11, Scheme 4) was prepared as a
ratiometric fluorescent NO sensor with the aim of utilizing
the fluorophore-displacement strategy (Scheme 1.a).7,29


When 11 is excited at 360 nm, fluorescence resonance


FIGURE 6. ORTEP diagrams of 7 and 8 showing 50% probability thermal ellipsoids. Reprinted with permission from ref 27. Copyright 2006
Wiley-VCH Verlag GmbH& Co. KGaA, Weinheim.


Scheme 3. NO Reactivity of 5 and 6


FIGURE 7. Chemical structures of 9 and 10.
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energy transfer (FRET) occurs from Mmc-cyclam (λex )
360 nm, λem ) 410 nm) to fluorescamine-PROXYL (λex )
385 nm, λem ) 470 nm). Treatment of 11 in a pH 7.4
buffered solution (40 µM) with the NO-releasing agent
NOC-7 produced a change in emission intensity over 1 h
at 410 and 470 nm by 1.17- and 0.75-fold, respectively.7,29


The NO detection limit for 11 is 100 nM.7,29 The fluores-
cence turn on of 11 by NO arises from dissociation of
fluorescamine-PROXYL upon NO binding to the iron
center, restoring the fluorescence of Mmc-cyclam (Scheme
4). Although 11 can monitor NO by fluorescence turn on
at a physiological pH, it is not practical for the bioimaging
of NO because of its sensitivity to O2, slow response to
NO, and small fluorescence changes.


Diiron(II) Tetracarboxylate Complex. Several
diiron(II) terphenylcarboxylate complexes with N-donor
ligands have been reported.30 We prepared a diiron(II)-
based NO sensor [Fe2(µ-O2CArTol)4(Ds-pip)2] (12, Figure 9)
by an approach similar to that used for dicobalt(II)
complexes 5 and 6.19 Exposure of 12 (0.1 mM) to 1 equiv
of NO in CH2Cl2 elicited a 4-fold fluorescence increase
within 5 min (λex ) 350 nm).19 The reaction of 12 with O2,
however, also led to fluorescence enhancement by 2.8-
fold over 15 min. IR studies of 12 (0.5 mM) with 10 equiv
of NO revealed two new bands at 1797 and 1726 cm-1,
consistent with formation of an Fe(NO)2 unit, and con-
comitant loss of the carboxylate stretching band at 1605
cm-1. These observations possibly indicate generation of
a diiron tetranitrosyl complex with two bridging carboxy-
late ligands during the reaction.19 Thus, the NO-induced
fluorescence increase would occur by ligand dissociation


from the diiron core. Although 12 reacts with NO resulting
in a fluorescence increase, its O2 sensitivity renders it
unsuitable as a biological NO sensor.


Ruthenium(II) Tetraphenylporphyrins23


Ruthenium(II) porphyrins form stable nitrosyl complexes
upon exposure to NO.15 The axial positions on the Ru(II)
center are available for fluorophore ligands as well.
Ruthenium(II) porphyrins were therefore utilized to ex-
plore an additional route for sensing NO. We constructed
ruthenium carbonyl tetraphenylporphyrin complexes with
a dansyl-imidazole (Ds-im) or dansyl-thiomorpholine (Ds-
tm) axial base, [Ru(TPP)(CO)(Ds-im)] (13) and [Ru(TPP)-
(CO)(Ds-tm)] (14) (Figure 10). These compounds were
anticipated to detect NO via the fluophore-displacement
strategy.13


Reactions of 13 and 14 (10 µM) with 100 equiv of NO


FIGURE 8. ORTEP diagram of [Co2(iPrSATI-4)2] showing 50% probability thermal ellipsoids (left, adapted with permission from ref 28 with
permission, Copyright 2004 American Chemical Society) and a chemical structure of H2


iPrSATI (right).


Scheme 4. NO Detection by 11


FIGURE 9. ORTEP diagram of 12 showing 50% probability thermal
ellipsoids. The phenyl rings of ArTolCO2


- ligands are omitted for
clarity. The figure was taken from ref 21 with permission.
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in CH2Cl2 afforded a 19-fold increase in fluorescence
within 20 min and an immediate 1.3-fold increase in
fluorescence, respectively (λex ) 368 nm for Ds-im, λex )
345 nm for Ds-tm). Isolation and characterization of the
Ru-containing complex after reaction of 13 with NO
revealed that both CO and the dansyl-containing fluoro-
phore ligand dissociate during the reaction. The product
isolated was [Ru(TPP)(NO)(ONO)].15,31,32 Release of the free
fluorophore ligand from Ru(II) formed during the NO
reaction of 13 was monitored by 1H NMR spectroscopy.13


Thus, the fluorescence enhancement that occurs upon
addition of NO to 13 and 14 arises from displacement of
Ds-im or Ds-tm from the axial site, restoring their turn-
on emission (Scheme 1.a).


Dirhodium(II) Tetracarboxylates as Reversible
NO Sensors23


Various ligands including NO can bind the axial positions
of a tetrabridged dirhodium core.33 A nitrosyl adduct
obtained from the reaction of NO with solid [Rh2(µ-O2-
CMe)4] can be reversed upon heating to 120 °C,34 sug-
gesting that a dirhodium fluorophore complex might
provide a reversible NO sensor. We designed dirhodium
tetracarboxylate scaffolds containing bound fluorophores
[Rh2(µ-O2CMe)4(Ds-pip)] (15) and [Rh2(µ-O2CMe)4(Ds-im)]
(16) (Figure 11). These compounds were synthesized in
situ by reaction of [Rh2(µ-O2CMe)4] with Ds-pip and Ds-
im.14 X-ray crystallographic studies of the isolated dirho-
dium tetracarboxylate complexes with Ds-pip and Ds-im
revealed coordination to the axial positions of the dirho-
dium core by the piperazine and imidazole nitrogen
atoms, respectively.14


When 15 was exposed to 100 equiv of NO in 1,2-
dichloroethane (DCE) there was an immediate 26-fold
increase in fluorescence (λex ) 345 nm).14 A 16-fold
increased fluorescence was observed upon addition of 100
equiv of NO to a DCE solution of 16 (λex ) 365 nm).14 The


fluorescence response of both compounds was reversible,
with a 4 µM lower detection limit for NO.14


NO sequentially generates mono- and dinitrosyl ad-
ducts with dirhodium tetracarboxylates. Although the
mononitrosyl species has not been isolated, dirhodium
dinitrosyl complexes were obtained and characterized by
IR spectroscopy ([Rh2(µ-O2CMe)4(NO)2], νNO ) 1729 and
1698 cm-1 in KBr, νNO ) 1702 cm-1 in DCE) and X-ray
crystallography (Figure 12).14 Thus, the NO-induced fluo-
rescence turn on is due to formation of metal nitrosyl
species with concomitant dissociation of dansyl fluoro-
phores from the Rh2 core (Scheme 1.a).


A stopped-flow kinetic study of the reaction at -80 °C
revealed it to be complete within the 1-ms mixing time
of the instrument, corresponding to an on rate of g4 ×
106 s-1 at 40 °C.14 Fast and reversible NO detection utilizing
dirhodium complexes 15 and 16 suggests their potential
value as real-time imaging agents for NO in biological


FIGURE 10. ORTEP diagrams of 13 and 14 showing 50% probability thermal ellipsoids. Reprinted with permission from ref 13. Copyright 2004
American Chemical Society.


FIGURE 11. Chemical structures of 15 and 16.
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systems. They are incompatible with aqueous media,
however, since water itself can displace the fluorophore
ligand and bind to the dirhodium core. One approach to
achieving water compatibility is to isolate a solution of
the dirhodium sensor behind a Silastic membrane that is
impermeable to water but permits NO gas transport. In
one such experiment the fluorescence of the CH2Cl2


solution of 15, which was sequestered from a saturated
aqueous NO solution by the membrane, immediately
increased upon application of NO (Figure 13a).14 In a
separate strategy the dirhodium sensor was embedded
within the Silastic membrane. When membrane-encap-
sulated [Rh2(µ-O2CPr)4(Ds-pip)] was treated with an aque-
ous solution of NO, an immediate fluorescence increase
was observed (Figure 13b).35 These experiments illustrate
a potential approach to fabricating fiber-optic or film-
based NO sensing devices for study in biological fluids
using dirhodium-containing polymers.


Copper(II) Complexes23


Copper(II) Dansyl Complexes. Quenching of the fluores-
cence of the luminescent ligand by coordination to a
paramagnetic Cu(II) center can be restored by NO-
induced reduction to a diamagnetic Cu(I) species (Scheme
1.b). We applied this strategy to develop two water-soluble


Cu(II) complexes [Cu(Ds-en)2] (17) and [Cu(Ds-AMP)2]
(18), where Ds-en and Ds-AMP are the conjugate bases
of dansyl-ethylenediamine and dansyl-aminomethylpy-
ridine, respectively.16 X-ray crystal structures of both 17
and 18 indicate that the Cu(II) center is coordinated by
two dansyl-containing ligands (Figure 14).16


Fluorescence experiments demonstrated Cu(II)-in-
duced quenching in both organic (4:1 CH3OH:CH2Cl2) and
buffered aqueous solutions, compared to the free ligands
(λex ) 342 nm).16 Upon addition of NO to an organic
solution of 17 and 18 (20 µM, 4:1 CH3OH:CH2Cl2), the
emission intensity was immediately increased by 6.1-fold
for 17 and 8.8-fold for 18 with a detection limit of g10
nM.16 Addition of NO to a buffered aqueous solution (50
mM CHES, pH 9.0, 100 mM KCl) of 17 or 18 (10 µM) also
caused a fluorescence increase by 2.3- or 2.0-fold, respec-
tively.16 Although this pH is not within the typical physi-
ological range, these complexes allowed NO sensing for
the first time in purely aqueous solutions with significant
fluorescence turn on at physiologically relevant concen-
trations.


NO-induced fluorescence enhancement in these Cu(II)
systems occurs by formation of a diamagnetic Cu(I)
species, as mentioned previously, as well as dissociation
of the sulfonamide functionality by protonation. Evidence


FIGURE 12. ORTEP diagram of [Rh2(µ-O2CMe)4(NO)2] showing 50%
probability thermal ellipsoids. Reprinted with permission from ref 14.
Copyright 2004 American Chemical Society.


FIGURE 13. (a) Fluorescence response of a CH2Cl2 solution of 15
protected by a Silastic membrane against water in the outer vial
(right) and upon introduction of 1.9 mM aqueous NO (aq) into the
outer vial (left). Adapted with permission from ref 14. (b) Fluorescence
response of Silastic membrane-embedded [Rh2(µ-O2CPr)4(Ds-pip)]
in water (left) and after exposure to a saturated NO aqueous solution
(right).


FIGURE 14. ORTEP diagrams of 17 and 18 showing 50% probability
thermal ellipsoids. Reprinted with permission from ref 28. Copyright
2005 American Chemical Society.
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that a Cu(I) species forms in NO reactions of the Cu(II)
complexes was provided by EPR spectroscopy, which
revealed a decrease in the Cu(II) EPR signal intensity.16


Protonation of the sulfonamide functionality was observed
by IR spectroscopy (νN-H ) 3083 cm-1).16 A proton is
generated from the reaction of ROH, either CH3OH or
H2O, with a species with NO+ character that is formed
during the course of the reaction. Further support for the
proposed mechanism was provided by studies of the
reaction of NO in the absence of ROH and of ROH with
NOBF4. The 1H NMR spectrum indicated that complete
dissociation of dansyl ligands does not occur after the NO
reaction.16 Therefore, the fluorescence increase occurs by
NO-induced reduction of Cu(II) to Cu(I) without complete
dissociation of the ligand fluorophore from the Cu center
(Scheme 1.b).


Copper(II)-Conjugated Polymer. A conjugated poly-
mer (CP1a) composed of a bipyridyl-substituted poly(p-
phenylene vinylene) was prepared as a fluorophore ligand
for Cu(II) (Figure 15).17 The fluorescence of CP1a was
significantly quenched in the presence of Cu(II). Addition
of NO to Cu(II)-CP1a (19) in 4:1 CH2Cl2:CH3CH2OH
immediately induced a 2.8-fold fluorescence enhancement
(λex ) 462 nm, λem ) 542 nm).17 This fluorescence response
is caused by reduction of Cu(II) to Cu(I) without fluoro-
phore release (Scheme 1.b) as described above for 17 and
18. Selectivity studies versus other reactive nitrogen
species such as nitrosothiol (RSNO), NO+, and HNO, were
performed and revealed that only nitroxyl elicited an
immediate 2.8-fold increase in fluorescence.17 Thus, 19 is
a turn-on fluorescence probe for both NO and HNO. The
lower detection limit for NO by 19 is 6.3 nM.17


Copper(II) Anthracenyl-Cyclam. A copper(II) complex
of a cyclam derivative having pendent anthracenyl groups,
Cu(DAC)2+ (20) (DAC ) bis(9-anthracylmethyl)cyclam),
was recently reported (Figure 16).21 Addition of excess NO
to weakly fluorescent 20 in aqueous CH3OH
(10:1 CH3OH:H2O) solution resulted in slow restoration
of anthracene emission over 45 min.21 This increase in
fluorescence occurs by release of the N-nitrosated DAC
ligand from the Cu center with concomitant reduction of
Cu(II) to Cu(I) (Scheme 1.c.ii). The presence of a Cu(I)
species during the NO reaction was determined by optical
spectroscopy (disappearance of a d-d absorption band
at 566 nm) and electrochemical studies.21 Formation of
the N-nitrosated DAC ligand during the reaction was
confirmed by ESI-MS (m/z ) 610 [DAC + NO]+) and 1H
COSY NMR spectroscopy (1:1 E:Z isomers).21 Ligand
dissociation in the NO reaction of 20 may be explained
by the less basic nature of the N-nitrosoamine and the


geometric mismatch between the cyclam ring and Cu(I),
which prefers a tetrahedral coordination environment.


Copper(II) Fluorescein Complex. For intracellular NO
sensing we applied the strategy described in Scheme 1.c.ii
to design a Cu(II) fluorescein complex. The Cu(II) fluo-
rescein-based NO sensor CuFL (21) (FL ) 2-{2-chloro-6-
hydroxy-5-[(2-methyl-quinolin-8-ylamino)-methyl]-3-oxo-
3H-xanthen-9-yl}benzoic acid) was formed in situ by
reacting FL with CuCl2 in a 1:1 ratio at pH 7.0 (50 mM
PIPES, 100 mM KCl) (Scheme 5).22 Introduction of NO to
21 (1 µM CuCl2 and 1 µM FL) at 37 °C led to an immediate
11-fold fluorescence enhancement, which continued to
rise to 16-fold over 5 min with a sensitivity of 5 nM.22


Compound 21 is highly specific for NO over the biologi-
cally relevant species HNO, NO2


-, NO3
-, ONOO-, H2O2,


O2
-, and ClO-.22,36


NO-induced reduction of Cu(II) to Cu(I), forming the
N-nitrosamine of FL (FL-NO), occurs in the NO reaction
of 21 (Schemes 1.c.ii and 5). Reduction of Cu(II) to Cu(I)
was confirmed by following the decrease of Cu(II) EPR
signals.22 Formation of the N-nitrosated FL ligand was
proved by product analysis using LC-MS and comparison
with independently prepared FL-NO. The red-shifted
UV-vis spectrum observed following addition of excess
NO to 21 is the same as that of FL and different from the
spectrum observed upon mixing FL with the Cu(I) salt
[Cu(CH3CN)4](BF4), indicating that FL-NO dissociates
from the Cu center.22 Thus, the turn-on fluorescence is a
result of N-nitrosated fluorophore displacement via re-
duction of the metal center (Scheme 1.c.ii).


The ability of 21 to detect NO directly, rapidly, and
specifically at a physiological pH encouraged us to apply
it to image NO in live cells. We tested 21 for its ability to


FIGURE 15. Chemical structure of CP1a.


FIGURE 16. Chemical structure of 20.


Scheme 5. NO Sensing by 21
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visualize iNOS-generated NO in Raw 264.7 murine mac-
rophage cells and cNOS-produced NO in SK-N-SH human
neuroblastoma cells. Time-dependent NO generation in
macrophage cells stimulated with bacterial lipopolysac-
charide (LPS) and interferon-γ (IFN-γ) was monitored by
21 using fluorescence microscopy (Figure 17).22 The
fluorescence intensity derived from 21 was diminished in
macrophage cells in which iNOS was silenced by RNA
interference (Figure 17) or in the presence of NG-methyl-
L-arginine (L-NMA), a known inhibitor of iNOS.22 These
control experiments indicate that the observed results
originate from the reaction of 21 with NO. Furthermore,
the NO-induced fluorescence response, monitored after
simultaneous administration of 17â-estradiol and 21 to
the neuroblastoma cells, was complete within 5 min
(Figure 18).22 A diminished fluorescence response oc-
curred in the presence of the cNOS inhibitor NG-nitro-L-
arginine (L-NNA) (Figure 18), confirming that NO genera-
tion is responsible for the fluorescence increase.22 Cytotoxi-
city assays of Raw 264.7 and SK-N-SH cells treated with
21 for 5 days demonstrated >80% cell survival, proving
21 to be nontoxic to live cells and suitable for bioimaging
of NO.22


Summary and Conclusion
Nitric oxide mediates beneficial and harmful biological
events in the cardiovascular, immune, and nervous sys-
tems. Fluorescent probes have been developed for visual-
izing NO in biology. The commonly used organic molecule-
based sensors are not capable of direct NO detection, a
requirement for understanding fully the activity of nitric
oxide in bioorganisms. Metal-based sensors are promising
candidates for direct and specific NO detection, utilizing
NO binding to the metal center. We and other groups have
devised a variety of metal complexes described here as


fluorescent NO sensors. Cobalt(II) complexes (1-10),
iron(II) complexes (11 and 12), ruthenium(II) porphyrins
(13 and 14), and dirhodium(II) tetracarboyxlates (15 and
16) clearly afford direct NO detection by fluorescence turn
on through interaction of NO with the metal centers. NO
chemistry at copper(II) centers also provides a valuable
approach to fluorescence-based NO sensing (17-21). Very
recently, the Cu(II) complex of a fluorescein-based ligand
(21) has made NO detection at pH 7.0 and in live cells a
reality. As summarized here, strategies for NO sensing by
metal complexes include fluorophore displacement with-
out metal reduction and metal reduction with or without
fluorophore displacement. These approaches have facili-
tated novel probes for NO detection. Taken together, the
metal complexes described here unequivocally demon-
strate that fluorescent complexes of transition-metal ions
are appropriate and practical for investigating the roles
of NO itself in biology. We anticipate significant advances
in this new area in the near future.


Work from our laboratory covered in this Account was sup-
ported by the National Science Foundation.


Note Added after ASAP Publication
There was an error in Scheme 1 in the version published
ASAP October 4, 2006; Scheme 1 was replaced with the
corrected version and published ASAP October 10, 2006.
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ABSTRACT
This Account summarizes various methods of organizing zeolite
microcrystals into two-dimensional functional entities such as
monolayers, multilayers, and patterned monolayers on various
substrates and three-dimensional functional entities such as mi-
croballs and protein-zeolite composite fibrils. In the case of
monolayer assembly, various types of linkages and substrates,
factors that govern the rate, degree of coverage, degree of close
packing, degree of uniform orientation, and average binding
strength between each crystal and the substrate are described. The
current and future applications of the organized products are also
discussed.


Introduction
The ability to rationally assemble complex structures from
modular components of various sizes is an essential part
of life and key to success for the materials chemistry of
the new millennium.1 Chemists have acquired enough
ability to organize subnanometer building blocks such as
atoms and small molecules into complex structures. With
the dawn of a new century, chemists have begun including
nanobuilding blocks (1-10 nm) into their pools of build-
ing blocks. However, micrometer-sized building blocks
have not yet been considered as a class of building blocks
despite the fact that the ability to organize them will make
materials chemistry flourish.


Using zeolite microcrystals as model microbuilding
blocks, we developed methods of organizing them into
two- (2D) and three-dimensionally (3D) organized struc-
tures.2-22 The use of zeolite microcrystals as microbuilding
blocks has additional merit since each zeolite microcrystal
has millions of regularly spaced nanochannels and billions
of nanopores which can be filled with a variety of
functional molecules or nanoparticles. Therefore, we
intended to not only develop the ‘chemistry of micro-
building blocks’ but also open a gateway to application
of zeolites as advanced materials.


This Account summarizes the methods of organizing
zeolite microcrystals and the imminent and future ap-
plications.


Modes of Reaction Promotion
We used three different modes of reaction promotion;
reflux and stirring, sonication without stacking, and soni-
cation with stacking (Figure 1).2-6,20 In reflux and stirring,
the functional-group-tethering glass plates are placed on
a Teflon support and a stirring bar is rotated under the
support while reflux proceeds. In sonication without
stacking, the functional-group-tethering glass plates are
placed individually on a comb-shaped support placed at
the bottom of a flask. Sonication is carried out using an
ultrasonic bath. In sonication with stacking, a functional-
group-tethering glass plate is interposed between two bare
glass plates and each stack of three glass plates is placed
on the comb-shaped support.


Monolayer Assembly with Covalent Linkages
Mallouk, Bein, and Calzaferri attempted the attach-
ment of zeolite microcrystals on substrates as a means to
modify electrode surfaces23-25 and grow continuous zeolite
films.26,27 However, the coverage, close packing, and
uniform orientation were not satisfactory. We have shown
that the above factors increase dramatically when the
crystal sizes are uniform and the crystal faces are flat.
Functional groups were tethered to the surfaces of
zeolite and substrates by sylilation2-4,6-13,17-22 and uretha-
nation.15


Our first demonstration was the monolayer assembly
of aminopropyl-tethering zeolite-A microcrystals on 3-(2,3-
epoxypropoxy)propylsilyl (EP)-coated glass plates (18 ×
18 mm2) with reflux and stirring (Figure 2).2 The scanning
electron microscope (SEM) image (Figure 3a) shows that
the microcrystals readily assemble into uniformly oriented
monolayers on the entire glass plates with high degrees
of coverage (>90%), close packing, and uniform orienta-
tion, indicating that amine-alcohol linkage formation
readily takes place. ZSM-5 (Figure 3b) and various other
crystals with a size larger than 2 µm also readily formed
monolayers on glass with similar degrees of coverage,
close packing, and uniform orientation.
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Chemistry, Seoul National University. In 1981, he obtained his M.S. degree from
the Department of Chemistry, Korea Advanced Institute of Science and
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Chemistry from the Department of Chemistry, University of Houston, Houston,
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FIGURE 1. Illustration of reflux and stirring (RS), sonication without
stacking (SW), and sonication with stacking (SS). The functional-
group-tethering glass (FG) and bare glass (BG) plates are purple
and green, respectively.20
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Attachment of a crystal with a size of 2 × 2 × 2 µm3


onto a glass plate through 1-nm-long molecular linkers
is analogous to attachment of a rock with a size of 60 ×
60 × 60 m3 onto a large wall using a large number (e2.6
million) of strings with a length of 3 cm and thickness of
3 mm.28 The size limit of the covalently attachable zeolite
crystals was ∼10 × 10 × 10 µm3.


Among various covalent linkages (Figure 4a-g)3,4,6,8,15,19


the ether linkage formed by reaction between surface-
tethered halopropyl groups and hydroxyl groups (Figure
4g)4 has been most widely used due to its simplicity.
Characterization of different types of linkages in terms of
number density, thickness, and roughness of each linker
was possible by X-ray reflectivity.29


Monolayer Assembly with Ionic Bonding.
Sodium-butyrate-tethering silicalite-1 crystals readily
formed monolayers on trimethylpropylammonium-iodide-
tethering glass plates (Figure 4h) in ethanol.9 The binding
strengths were substantially higher than those of the
zeolite crystals covalently attached onto glass, indicating
that the amount of linkage between each zeolite crystal
and glass is higher with ionic than with covalent linkage
due to the following. Ionic bonding is omnidirectional,
works well regardless of the distance between the positive
and negative centers, and does not require kinetic energies
for bond formation. Mono- or multilayers of polyelectro-
lytes can also be used as the intermediate layers (Figure
4i). Use of aminopropyl/negative polyelectrolyte/amino-
propyl linkage even in an acidic medium leads to forma-
tion of monolayers with poor coverage and close pack-
ing.27


Monolayer Assembly with Hydrogen Bonding
Thymine-tethering silicalite-1 crystals (2.5 µm) readily
formed closely packed monolayers on adenine-tethering
glass plates in an aqueous solution at room temperature
(Figure 4j).12 At the annealing temperature (55 °C), at
which bond breaking and bond reforming between the
surface-tethered complementary DNA bases become very
rapid, the assembly rate and degree of close packing
increased significantly due to faster surface migration of
the crystals.


Monolayer Assembly with Physical Adsorption
Calzaferri,30 Tsapatsis,27,31 and Ban and Takahashi32 dem-
onstrated that zeolite microcrystals can also be organized
in the form of closely packed monolayers on substrates
by physical adsorption of the microparticles onto sub-
strates. The adsorption methods were slow evaporation,30


dip coating,27,32 and convective assembly (vertical deposi-
tion).31 Polystyrene can also be applied for stronger
adhesion.26 Yan and co-workers33 elucidated that in-situ
monolayer assembly of the nanocrystals in the bulk on
substrates by physical adsorption plays an important role
for the growth of zeolite films on substrates.


FIGURE 2. Procedure to attach zeolite-A crystals onto glass through surface-tethered aminopropyl and EP groups.2


FIGURE 3. SEM images of zeolite A (a) and silicalite-1 (b)
microcrystal monolayers assembled on glass.2
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Effect of Mode of Reaction Promotion on Rate,
Close Packing, and Coverage
Mode of reaction promotion sensitively affects the above
factors (Figure 5).20 For instance, the rate of monolayer
assembly increases in the order sonication with stacking
g sonication without stacking . reflux and stirring. Best
coverage and close packing were achieved by sonication
with stacking for 2 min. The coverage and close packing
achieved by sonication without stacking for 2 min were
comparable with those achieved by reflux and stirring for
24 h.


The sonication-induced dramatic increases in rate,
coverage, and close packing are attributed to a large
increase in the surface-migration rate of the substrate-
bound crystals arising from large increases in the rates of
bond breaking and bond reforming between the micro-
crystals and substrates. In the case of sonication with
stacking, fast influx of zeolite particles from the bottom
of the glass stacks to the top is attributed to dramatic
increases because the influx inevitably ‘pushes’ the previ-
ously attached crystals to the top, giving rise to very tight
lateral close packing between the crystals.20


Factors that Affect Binding Strength
The numbers of interconnecting linkages should be large
to maintain strong adhesion between microcrystals and
substrates. Over 660 000 linkages can be formed between
an atomically flat 1 × 1 µm2 face of a zeolite microcrystal
and a substrate.8 However, the actual numbers of inter-
connecting linkage are much smaller due to surface
unevenness of zeolites and substrates. For instance, the
surface roughness of silicalite-1 was ∼15 nm, which is
much larger than the lengths of molecular linkers (∼1
nm).29


Sonication-induced detachment of the glass-bound
zeolite crystals in clean, zeolite-free toluene has been
adopted as a qualitative measure for binding strengths.8


For this, the percentage of the remaining amount of zeolite
crystals after sonication for a certain period of time with
respect to the initially attached amount (%R) was obtained
and plotted with respect to sonication time. The following
three methodologies lead to binding strength increase.


A. Use of Polymeric Linkers. Use of polyamines
(dendritic polyamine or polyethyleneimine) as the inter-
mediate linkers leads to a marked increase in binding
strength (Figure 6), presumably due to their ability to
position within the nanovalleys of the solid surfaces in
such a way as to increase the amount of linkages between
the two surfaces.8


Although ionic linkage gives rise to stronger binding
strength (vide supra), use of polyelectrolytes and the
increase in the number of polyelectrolyte layers further
lead to a significant increase in binding strength.9 By
taking advantage of this, multilayer (pentalayer) assembly


FIGURE 4. Various types of molecular linkages.


FIGURE 5. SEM images of bare silicalite crystal monolayers
assembled on chloropropyl-tethering glass plates after reaction with
reflux and stirring (RS) for 10 min (a) and 24 h (b), with sonication
without stacking (SW) for 2 min (c), and with sonication with stacking
(SS) for 2 min (d).20


FIGURE 6. Plot of %R vs sonication time for the monolayers of
zeolite-A crystals assembled on glass plates through AP/EP, EP/
dendritic polyamine (DPA)/EP, and EP/polyethylene imine (PEI)/EP
linkages.8
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of zeolite microcrystals on glass was successively carried
out using PSS-/PDDA+/PSS- as the repeating linkage units
(Figure 7).


B. Cross-Linking between the Adjacent Microcrystals.
The lateral cross-linking between the neighboring, adja-
cent microcrystals leads to a marked increase in binding
strength despite the fact that the amount of linkages
between the microcrystals and the underlying glass sub-
strate remained unaltered.18 For instance, cross-linking of
the neighboring aminopropyl-tethering cubic zeolite-A
microcrystals with terephthaldicarboxaldehyde led to a
7-fold increase in binding strength (Figure 8). Such a
phenomenon was more pronounced with decreasing
crystal size.


C. Assembly with Strong Agitation. Under the condi-
tion of reflux and stirring, the kinetic energies of the


functional groups tethered to microcrystals and substrates
are very small due to very large masses of the host solids.
Sonication-induced strong agitation of the microcrystals
and substrates leads to a marked increase in binding
strength. For instance, %R of the microcrystals attached
to glass by sonication (with or without stacking) for 2 min
was 60 times higher than those of the microcrystals that
were attached to glass by reflux and stirring for 2 min.20


Such a marked increase is attributed to the increase in
amount of linkages arising from the increase in kinetic
energies of the functional groups tethered to microcrystals
and substrates, which facilitates their linkage formation
reactions during collision between microcrystals and
substrates.


Sonication induces detachment as well as attachment.
This contradictory behavior of sonication suggests that it


FIGURE 7. SEM images of a pentalayer of silicalite crystals assembled on a glass plate through ionic linkages with PSS-/PDDA+/PSS- as
the intermediate linkers: top view (a) and cross section (b).9
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could act as a selection procedure by which only the
strongly attached crystals remain attached while the
weakly attached crystals are detached. However, this does
not explain the above large difference in binding strength
after reaction for 2 min since detachment is not under-
gone extensively during such a short period. Furthermore,
no crystals are detached from the substrate for 2 min in
the case of sonication with stacking. The vibration-
induced ‘strong hitting’ of the surface-bound microcrystals
with side glass plates seems to give rise to the increase in
binding strength.


Binding strength is a function of reaction period. With
sonication, binding strength decreases after 1 h due to a
gradual decrease in amount of linkage resulting from
undergoing repeated bond breaking and bond reforming.
With reflux and stirring, the binding strength of the
microcrystals gradually increased during the period from
0 to 18 h, indicating that the amount of linkage increases
during the period.


D. Calcination. The binding strength between micro-
crystals and glass substrates increases dramatically when
the microcrystal-bound glass plates were calcined at 350-
450 °C for 3-4 h to remove organic linkages, presumably
due to formation of direct Si-O-Si linkages between the
zeolite microcrystals and the substrates during calcination.


Types of Substrates
The substrates that have been tested so far are
glass,2,3,5,8-10,12,15-22 glass fiber,8 silica,4 alumina,4 large
zeolite,4 vegetable fibers (cotton, linen, and hemp) (Figure
9),11 artificial fibers (nylon and polyester), and conducting
substrates (Pt, Au, and ITO glass).19


Replacement of Attached Crystals with Those
Dispersed in Solution and Surface Migration of
Attached Crystals
Glass-bound bare zeolite microcrystals were readily re-
placed by the fluorophore-incorporating zeolite micro-
crystals dispersed in solution (Figure 10), indicating that
the substrate-bound microcrystals are continuously re-
placed by those dispersed in solution.20 The rate increased
with increasing the degree of agitation. The substrate-
bound zeolite microcrystals readily move around on the
surface during monolayer assembly.20 In the case of reflux
and stirring, the solvent bubbles generated from the


FIGURE 8. Illustration of non-cross-linking (a) and cross-linking (b)
between the neighboring microcrystals, and plot of %R vs sonication
time (c).18 FIGURE 9. SEM images of a nano-zeolite-Y-coated cotton fiber.11


FIGURE 10. Luminescence images of the glass plates coated with
a closely packed monolayer of bare silicalite crystals (SL/G) (a), after
treatment with a fluorophore-incorporating silicalite for 30 (b) and
300 s (c), respectively, with sonication with stacking (SS) and the
corresponding SL/Gs (d, e, f) with sonication without stacking (SW).
λext ) 350 nm; fluoropore ) n-nonylhemicyanine.20
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substrate-bound crystals help their surface migration as
shown in Figure 11.3


Driving Force for Uniform Orientation
Silicalite-1 crystals can be attached to substrates in two
orientations, a-orientation and b-orientation (Figure 12),
that is, a and b axes pointing normal to the substrate,
respectively. b-Orientation is most prevalent (>99%), and
a-orientation is found only during the initial stages. The
reasons that lead to high degrees of uniform orientation
are as follows. First, the attached crystals are continuously
replaced by those dispersed in solution. Second, the
binding strength between each microcrystal and substrate
increases with increasing contact area. Consequently, the
probability of a substrate-bound microcrystal to be re-
placed by those in solution decreases when attached
through the largest area face. Thus, the largest area face


determines the orientation of the attached crystals. This
phenomenon is responsible for formation of b-oriented
continuous films on substrates during silicalite-1 film
growth.33


The cylindrical zeolite-L crystals formed vertically
oriented monolayers (Figure 13a), while hexagonal co-
lumnar zeolite-L crystals formed horizontally oriented
monolayers (Figure 13b).21 The former occurs because the
crystals have flat faces only at the bases, and the latter
occurs because the areas of the side planes are signifi-
cantly larger than those of basal planes. The methods to
synthesize flat-faceted zeolite-L in two different morphol-
ogies are described in our recent report.34


Mode of reaction promotion also affects the degree of
uniform orientation. For instance, the degree of vertical
orientation of cylindrical zeolite-L crystals with the aspect
ratio > 2 increases in the order reflux and stirring <
sonication without stacking , sonication with stacking.
When the aspect ratio is less than 1, sonication without
stacking also readily produces monolayers of c-oriented
crystals.35


Electric field-driven alignment of long ZSM-5 crystals
was demonstrated.36 This physical method is limited to
those crystals having net sizable intrinsic dipole moments.
Growth of vertically oriented aluminophosphate molecular
sieves using anodized alumina discs was also demon-
strated.37 However, the degrees of coverage, close packing,


FIGURE 11. SEM images of various spots on a glass plate showing
different degrees of coverage during monolayer assembly with
zeolite-A crystals.3


FIGURE 12. Orientations of a silicalite crystal and its channels.16


FIGURE 13. Monolayers of closely packed and vertically aligned
cylindrical zeolite-L crystals (a) and horizontally aligned hexagonal
columnar zeolite-L crystals (b) assembled on a 3-chloropropyl-
tethering glass plate. Insets show cross sections; scale bar ) 2
µm.21
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and uniform orientation cannot compete with those
shown in Figure 13a.


Driving Force for Close Packing
During monolayer assembly with hydrogen bonding, the
weak hydrogen-bonding and hydrophobic interaction
between the surface-tethered thymine groups seems to
be the driving force for close packing. During monolayer
assembly of bare or functional-group-tethering micro-
crystals in toluene or in ethanol, the hydrophilic interac-
tion between the crystals in the relatively hydrophobic
solvent seems to be an important contribution.


Factors that Affect Close Packing
Surface migration of attached crystals is an important
factor for close packing. Figure 14 illustrates the proposed
mechanism: initial random attachment of the crystals,
surface migration leading to close packing, and subse-
quent random attachment.3 For close packing to occur,
the crystals should repeatedly undergo the cycle of bond
breaking between the existing linkages and bond forming
between the new, undamaged functional groups. There-
fore, close packing becomes easier with decreasing bind-
ing strength (covalent bonding < amine-metal bonding
< H-bonding; Figure 15) and increasing degree of agita-
tion.


Patterned Monolayer Assembly
Micropatterned monolayers of zeolite microcrystals have
the potential to be applied as combinatorial catalysts and
low-dielectric packing materials for integrated circuits.38,39


The first step is preparation of micropatterned monolayers
of functional groups on substrates using microcontact
printing5 or photopatterning.10,22 Figure 16a illustrates a
microcontact printing-based procedure. A typical SEM
image of a micropatterned monolayer of ZSM-5 crystals
is shown in Figure 17a. The related micropatterned
microporous and mesoporous silica films were prepared
by Stucky, Yan, Zhao, Ozin, and co-workers.40-42


Photochemical degradation of organic linker groups
tethered to glass surfaces is a highly versatile and effective
way for preparing glass plates patterned with organic
linker groups.10 Thus, when a 3-halopropyl-tethering glass
plate was exposed to UV light under a photomask, the
UV-exposed halopropyl groups were selectively degraded
(Figure 16b). While 3-halopropyl-tethering crystals formed
monolayers only on the UV-exposed areas (Figure 17b),
the bare crystals formed monolayers only on the unex-
posed areas (Figure 17c).


Patterned continuous silicalite-1 films are obtained by
immersing photopatterned glass plates into the corre-
sponding synthesis gel.10 The weaker attractive force
between the colloidal seed crystals and gold was also
utilized to produce patterned continuous silicalite-1 films
on silicon wafers.38 Photoinduced decarboxylation of glass-
bound silver butyrate (C3H7-CO2


-Ag+) is an efficient way
for micropatterned monolayer assembly of zeolite micro-
crystals on substrates through ionic linkages.22


Synthesis of Zeolite as Ordered Multi-Crystal
Arrays
Monolayer assembly of zeolite crystals does not allow us
to freely control the orientation of attached zeolite crystals
since it is determined by the largest area face. Stemming
from the facile transformation of polyurethane sponges
into self-supporting silicalite-1 foams,43,44 we discovered
that uniformly aligned polyurethane films serve as tem-
plates for orientation-controlled synthesis of 2D and 3D
arrays of silicalite-1 crystals, where the crystal orientation
is controlled by varying the nature of polyurethane.16


For this, we prepared glass plates coated with 500 layers
of uniformly aligned poly-(PDI/BDO) [(PDI/BDO)500/G]
and poly-[PDI/TBE] [(PDI/TBE)500/G] (Figure 18). When
the hydrothermal reaction of silicalite-1 was carried out
in the presence of (PDI/BDO)500/G, closely packed 2D
arrays of c-oriented silicalite-1 crystals covered the glass
substrates (Figure 19a). There were some areas covered
with second layers of c-oriented crystals (Figure 19b),
indicating that production of even 3D arrays of uniformly


FIGURE 14. Illustration of close packing of zeolite microcrystals
through surface migration on the substrate.3


FIGURE 15. Monolayer of thymine-tethering zeolite-A microcrystals
assembled on an adenine-tethering glass plate (a), and monolayer
of aminopropyl-tethering zeolite-A monolayers assembled on plati-
num (b).12,15
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aligned silicalite-1 crystals is also possible by optimization
of the condition. In strong contrast, only b-oriented
silicalite-1 crystals grew on bare glass plates in the same
gel. Randomly oriented poly(PDI-BDO) fibers gave only
randomly aggregated crystals.


In the case of [(PDI/TBE)500/G], closely packed 2D
arrays of a-oriented silicalite-1 crystals covered the glass
substrates (Figure 19c). Supramolecular organization of
the hydrolyzed organic products and the reactive silicon
species seems to be responsible for the above phenom-
enon. We originally proposed that nanoslabs45 were the
reactive silicon species. However, the disproval of the
existence of nanoslabs46,47 suggests that systematic inten-
sive research is necessary to elucidate the mechanism of
the above highly intriguing phenomenon.


The organic species in synthesis gels (such as TPA+)
have been known as ‘structure directors’ for creation of
nanopores in certain shapes, sizes, and networks in
zeolites. Our result indicates that the organic species can
also serve as ‘orientation directors’ for the produced


FIGURE 16. Schematic procedures for the microcontact-based
micropatterned monolayer assembly of zeolite microcrystals on glass
(a) and for photochemical methods for micropatterned monolayer
assembly of microcrystals or direct growth of continuous zeolite films
on glass (b).5,10


FIGURE 17. SEM images of micropatterned monolayers of zeolite
microcrystals.5,10


FIGURE 18. Structures of phenylene diisocyanate (PDI), 2-butyne-
1,4-diol (BDO), and terephthalic acid bis-(2-hydroxy ethyl) ester (TBE).
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crystals. Bein and co-workers reported the growth of
randomly scattered zincophosphate and AlPO4-5 crystals
in certain orientations on alkyl phosphate-coated gold.48


Preparation of Surface-Aligned Zeolite
Microballs
Zeolite nanocrystals (150 nm) can be organized into self-
supporting zeolite microballs (1-20 µm) by adding a small
amount of water into a toluene solution predispersed with
zeolite nanocrystals followed by vigorous sonication.14 The
water droplets dispersed in toluene acted as templates to
attract hydrophilic zeolite crystals (Figure 20a). The de-
veloped strong bonding between the bare zeolite nano-


crystals suggests that direct siloxyl linkages form between
the nanocrystals during sonication by undergoing dehy-
dration reaction between the surface hydroxyl groups.


When produced from pure water, the microballs con-
sisted of randomly oriented nanocrystals (Figure 20a).
Sodium dodecylsulfate induces the zeolite nanocrystals
in the two outermost surface layers of microballs uni-
formly aligned (Figures 20b and 21a,b). The following may
explain the above phenomenon. Dodecylsulfate ions self-
assemble at the water-toluene interface with the nega-
tively charged polar heads pointing to water droplets
(Figure 20b). To minimize electrostatic repulsion with the
negative heads, zeolite nanocrystals uniformly align in
such a way as to minimize surface area. At higher
concentrations of dodecylsulfate, the zeolite nanocrystals
assembled into anisotropic structures (Figures 20c and
21c) due to the decrease of the surface energy.


Perforated zeolite microballs were produced during the
initial periods of sonication (Figure 21d). The shaded spots
in Figure 21a represent the internal voids covered with
thin layers (usually monolayers) of zeolite. The 3D net-


FIGURE 19. Monolayer (a) and double layer (b) of closely packed,
c-oriented silicalite-1 crystals grown on (PDI/BDO)500/G, and a
monolayer of closely packed a-oriented silicalite-1 crystals grown
on (PDI/TBE)500/G (c).16


FIGURE 20. Illustrations of a water droplet in toluene acting as a
template to attract hydrophilic zeolite crystals (a) and the aligned
anionic surfactant molecules (sodium dodecylsulfate, SDS) acting
as nanotools for the alignment of zeolite-A crystals at the water-
toluene interface at an intermediate concentration of SDS (b), and
a deformed structure of a water pool caused by high concentrations
of SDS (c).14


FIGURE 21. SEM images of a microball composed of octahedral
zeolite-X crystals (size ) ∼150 nm) and its uniformly aligned surface
(a), an egg-shaped ball composed of cubic zeolite-A crystals (size
) ∼150 nm) and its uniformly aligned surface (b), a highly deformed
ball with aligned surface (c), and a perforated ball showing the 3D
network of voids (d).14
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works of the perforated spherulites can be seen from
Figure 21d (right).


The above methodology can be applied to organize
nonspherical nanoparticles in high ordering. The highly
perforated microballs of zeolite nanocrystals can be
utilized as highly effective catalysts and adsorbents. The
microballs also show the anatomies of emulsions.


Self-Assembly of Substrate-Tethering Zeolite
Crystals with Proteins
Examples of self-assembly of substances into structured
aggregates, in particular by enzyme-substrate complex-
ation, are very rare. We discovered a novel phenomenon
that â-glucosidase and D-glucose-tethering zeolite micro-
crystals (Figure 22a) and avidin and D-biotin-tethering
zeolite microcrystals (Figure 22b) readily self-assemble
into thin (2-20 µm) and long (>1 cm) fibrils (Figure 23a,b)
upon stirring them in aqueous buffer solutions at which
the protein activities are highest.7,13 The morphology of
the fibrils is sensitively governed by the protein/zeolite
ratio. In the case of avidin and D-biotin-tethering zeolite
microcrystals, discrete clusters of zeolite crystals with sizes
of 5-10 µm (Figure 23c) are produced when the protein/
zeolite ) 0.1.


The above results represent an unprecedented phe-
nomenon that a protein and its substrate-tethering inor-
ganic microcrystals self-assemble into structured aggre-
gates. Although the mechanism is unclear, in particular
as to why the two components grow into axial symmetry,
this method is a way to organize zeolite microcrystals with
protein.


Current and Future Applications
The uniformly aligned zeolite monolayers can be im-
mediately used as excellent precursors for molecular sieve
membranes.49 They can also be used to characterize
paramagnetic species in zeolites.17 The natural and syn-
thetic fabrics and papers coated with Ag+-exchanged
zeolite crystals can be used as novel antibacterial func-
tional fabrics and papers.11 The optical fibers coated with


zeolite microcrystals can be used as high-efficiency pho-
tocatalysts.50 The monolayers of vertically oriented fluo-
rophore-incorporating cylindrical zeolite-L crystals gave
anisotropic photoluminescence (dichroic ratio ) 8.9),21


which is higher than the previously reported value (4.5)
from the fluorescent polymer-incorporating mesoporous
silica.51 Thus, the uniformly aligned mono- and multilayers
of zeolite crystals can also be used as media for generation
of anisotropic photoluminescence,21 supramolecularly
organized light-harvesting systems,35,52 and nonlinear
optical films.53 The micropatterned monolayers can be
used as high-throughput combinatorial catalysts and low-
dielectric packing materials for integrated circuits.38,39 The
highly perforated microballs of zeolite nanocrystals can
be utilized as effective catalysts and adsorbents. Although
the assembly of zeolite microcrystals into 3D supercrystals
is still a challenge, we believe that this is the direction to
which the zeolite microcrystal organization should move
since the resulting supercrystals could find many impor-
tant optical and other applications. The zeolite micro-
crystal organization has been regarded as one of the future
directions of zeolite research.54,55


Conclusion and Future Directions
The microbuilding blocks can be readily organized into
2D and 3D functional entities. The chemistry of micro-
crystals is doable and a highly promising area. We believe
our findings set a new direction to which zeolite research
should move, which will help zeolites be applied as
innovative materials and devices.


FIGURE 22. Zeolite-A microcrystals tethering â-D-glucose (a) and
biotin (b) groups.7,13


FIGURE 23. SEM images showing the fibrous zeolite-A-â-D-
glucosidase composite material (a) and a discrete cluster of biotin-
tethering zeolite-A crystals (b).7,13
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ABSTRACT
Polar order in the biosphere is limited to nanometer-sized domains,
occurs with essentially complete cancellation, or is avoided on
purpose. One thus wonders whether large-scale polar order is even
possible, and this question is the subject of the dipole alignment
problem. We addressed this challenge with an interdisciplinary
approach bringing together elements of mathematics, electronic
structure theory and computational chemistry, physical-organic
and synthetic chemistry, crystallization and crystallography, and,
most importantly, patience and much thought about intermolecu-
lar bonding in molecular crystals. The azine- and biphenyl-based
beloamphiphiles (Y-Ph-MeCdN-NdCMe-Ph-X and Y-Ph-
Ph-X) are ascendants of a new generation of highly anisotropic
functional materials with perfect polar order.


“It is very hard to be a rational designer; even
faking that process is quite difficult. However, the
result is a product that can be understood, main-
tained, and reused. If the project is worth doing, the
methods described here are worth using.” s Parnas
and Clements, 1986.


Introduction
Proteins have evolved for 3-4 billion years into an
enormous array of structural diversity and function.1,2


While â-sheets feature dipole cancellation, the R helix
shows one-dimensional dipole-parallel alignment and
thus provides the potential for highly polar tertiary
structures. Yet, polar alignment is not realized beyond
small domains (parallel coiled coils, R,â-barrels), and one
wonders whether high polar alignment is not attainable
in principle or whether it is merely difficult to find a
natural way for its realization.


It has been our goal to explore the question “Is it
possible to aggregate dipolar molecules in condensed
phase in such a way that all molecular dipole moments
are parallel aligned?” This dipole-alignment problem
presents a grand challenge,3,4 and many wrote that the
problem cannot be solved. In this Account we present an


analysis of the challenge and show how this analysis has
led to the realization of crystalline materials with large-
scale polar order with a rational approach that involves
“polar stacking of polar bolaamphiphile monolayers”.


Lipid bilayers feature two-dimensional dipole-parallel
alignment in each monolayer. Because lipid bilayers
“naturally” contain oppositely oriented polar monolayers,
one might never consider lipid bilayers as potential
sources for the construction of high degrees of polarity.
Yet, a better understanding of lipid bilayers actually
provides a guide to polar materials and begins with the
realization of the deep chasm between chemists’ typical
ideas of nicely organized layers and the reality of lipid
bilayers as exhibited in Figure 1.5,6 Two insights that are
particularly important here concern the nature of the
lateral interactions in lipid bilayers and the role of
solvation for the opposite orientation of the two mono-
layers. While amphiphile monolayers can be highly or-
dered,7,8 the monolayers in lipid bilayers often are
rather fluid and there is little lateral interaction.9 The
lipid bilayer energetics in water is largely driven by the
desire of the polar head groups to interact with each other
and with water,10,11 and solvation of the head groups is a
major reason for the opposite orientation of the two polar
layers.


Amphiphiles, Idioteloamphiphiles,
Belaamphiphiles, and Beloamphiphiles
Amphiphile Monolayers. Amphiphiles (Greek, amphibios)
are “living a double life” by combination of a polar and
water-soluble head group (yellow) and a nonpolar and
water-insoluble alkyl chain (green). Some important types
of amphiphile monolayers are shown in Scheme 1.
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FIGURE 1. Idea of a lipid bilayer, and snapshot of a dipalmi-
toylphosphatidylcholine (DPPC) lipid membrane simulation.
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The monolayers are classified as “symmetrical” or
“unsymmetrical” depending on whether all amphiphiles
are oriented in the same direction (parallel) or whether
their orientations alternate (antiparallel) in at least one
direction. While there is one symmetrical monolayer,
unsymmetrical monolayers can be constructed in a great
many ways, and the checkerboard and stripe motifs are
common. Idioteloamphiphiles contain two polar head
groups of the same kind (Greek, idios) at the ends (Greek,
telos) of a nonpolar chain. Bolaamphiphiles contain
different head groups at the ends of a usually saturated
hydrocarbon spacer. The term is derived from the name
of a hunting tool that consists of weights attached to the
end of a string (Spanish, bolas). Beloamphiphiles are polar
and conjugated bolaamphiphiles, and the prefix belo
(Greek, belos, arrow) reflects that beloamphiphiles have
dipole moments. In particular, symmetrically D-D and
A-A disubstituted (conjugated) molecules are idiotelo-
amphiphiles, and unsymmetrically D-A, D1-D2, and
A1-A2 disubstituted (conjugated) molecules are beloam-
phiphiles. In the terminology of monolayers, the terms
“symmetrical” and “unsymmetrical”, respectively, are
commonly used to describe the amphiphile alignment in
the same or alternating directions, respectively. This
practice causes confusion in discussions of “symmetrical
monolayers” formed by “unsymmetrical molecules”, and
we prefer to characterize the amphiphile monolayer
alignment as “parallel” or “antiparallel.”


Parallel Amphiphile Monolayers, Micelles, and Lip-
osomes. Parallel amphiphile monolayers (PAMs) are best
known for their formation of micelles (monolayer lipid
membrane vesicles, MLMV), and micelle science has
greatly evolved from early lipid micelles12 to polymer-
amphiphile micelles.13 PAMs may curl up in only one
dimension to form micellar rods, and cone-shaped pep-
tide amphiphiles were reported to form cylindrical PAM
nanofibers.14 Formation of polar layers of mushroom


bundles15 also was considered, but the initial claim has
not been substantiated.


Bilayers consisting of two parallel amphiphile mono-
layers always feature oppositely oriented PAMs, and they
form lipid bilayers,16 fibers,17 and liposomes18 (lipid mem-
brane vesicles, LMVs). Nonlipid amphiphiles also form
spherical liposomes19 as well as liposomal rods and
nanofibers.20


Polar Order in Amphiphile Crystals. The majority of
layer-forming amphiphiles crystallize with alternating
orientation in both layer directions (checkerboard), and
even polar alignment in one layer direction (stripe) is
rare.21 Polar order throughout an amphiphile mono-
layer apparently was first observed by Sim in 1955 in
crystals of 11-aminoundecanoic acid hydrobromide hemi-
hydrate (Br-‚H3N-(CH2)10-COOH‚0.5H2O).22 Crystals of
Sim’s acid contain “normal bilayers” and are overall
nonpolar.


The crystal structures of three alkyl gluconamides
(CnH2n+1-NH-CO-(CHOH)4-CHOH, n ) 7,23 8,23 1124)
and one galactosamide (galactose-NH-CO-(CH2)14-
COOH)25 apparently present the first cases of polar
stacking of polar bolaamphiphile monolayers. These cases
remain unexplained, and many similar amphiphiles crys-
tallize without overall polarity.


Polar Order by Rational Design
Since collinear dipoles will align parallel, three-dimen-
sional polar order depends on the question of whether
dipole-parallel alignment can be achieved in the second
and third dimensions. We met the challenge with a
solution that consists in the creation of two-dimensional
layers with polarity perpendicular to the layer surfaces and
their polar stacking in the third dimension. Specifically,
the beloamphiphile monolayers (BAM) are comprised of
molecules whose long axes and dipole moment vectors
are more or less aligned with each other and perpendicu-
lar to the layer surfaces, i.e. the thickness of a BAM is close
to the length of its constituents. These two-dimensional
BAMs need to be distinguished and are not to be confused
with two-dimensional sheets, that is, an arrangement of
molecules whose long axes lie more or less in a common
plane.


Fundamental Insight Shapes Basic Strategy. We began
with studies of the energies of point dipole lattices, and
in the mid-1990’s we made a discovery of fundamental
significance:26,27 As expected, antiparallel alignment is
always preferred over the parallel-aligned lattice, but the
latter might be a local minimum! This paradigm-shifting
discovery placed the grand challenge in an entirely
different light; a systematic solution of the dipole-align-
ment problem was possible in principle. The study also
provided guidance. First, the molecular dipoles should be
modest so that parallel alignment can compete with
antiparallel alignment. Second, the dipolar molecules need
to be designed for large lateral attraction so that a pair of
side-by-side dipolar molecules will be either parallel or
antiparallel but not in an arrangement that is neither.


Scheme 1. Types of Amphiphile Monolayers (AM)a


a In the top row are shown a parallel amphiphile monolayer (PAM)
and two types of antiparallel amphiphile monolayers (APAM). Below the
PAM are shown an idioteloamphiphile monolayer (IAM) and a parallel
beloamphiphile monolayer (PBAM). In addition, four types of antiparallel
beloamphiphile monolayers (APBAM) are shown.
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Third, dipolar molecules need to be designed so that the
lateral attractions stabilize the polar lattice more than any
nonpolar lattice. These ideas led to the beloamphiphile
designs of Scheme 2.


Design of Azine-Based Beloamphiphiles. Conjugated
D-A systems were sought with modest dipole moments
(2-4 D) along their long axes and with the propensity for
high lateral intermolecular interactions. Placement of two
acceptors with opposite polarity in the center of the
molecules achieves the design goal of “dipole minimiza-
tion.” This design element reduces or even eliminates
through-conjugation in the ground state and has the
overall effect that one-half of the molecule remains dipolar
while the other half is rendered quadrupolar along the
long axis. Williams pointed out the role of the high
quadrupole moment of benzene in intermolecular bond-
ing,28 and our design employs arenes as “alignment units”
and relies on the strengthening of lateral interactions with
arene-arene interactions.


Intra- and Interlayer Intermolecular Interactions. The
intermolecular interactions in the crystals depend on a
variety of structural characteristics of the molecule (lengths,
segments, twists, ...) and crystal structure (lateral and
longitudinal offsets, interlayer angle, ...), and the various
terms are correlated with each other. The matrix shown
in Table 1 is useful to keep track of the types of interac-
tions between the molecular fragments and of their
correlation. The main body of the matrix provides an
inventory of the interactions between two molecules. The
segments of one molecule appear in column 1 (green) and
the segments of the other in row 1 (blue) of Table 1. For
the acetophenone azines the segments are head group X,
para-disubstituted arene ArX, azine spacer Az, para-
disubstituted arene ArY, and head group Y. Column 1 con-
tains the molecule twice, and the top and bottom halves
of the matrix describe parallel and antiparallel alignment,


respectively. The columns on the right specify the interac-
tions of the segments of the first two molecules with
molecules of the same type in other layers (red).


The diagonal elements in Table 1 (shaded green and
yellow) list the leading terms for the intralayer inter-
action energies Epp and Eapp, respectively, between paral-
lel-aligned pairs or antiparallel-aligned pairs, respec-
tively.


Scheme 2. Beloamphiphile Design for Achievement of Polar Stacking of Parallel Beloamphiphile Monolayers (PBAMs): Azines
Y-Ph-MeCdN-NdCMe-Ph-X and Biphenyls Y-Ph-Ph-X


Table 1. Intermolecular Interactions Depending on
Layer Polarity and Longitudinal Offset
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The interaction between the spacers is about the same
for both arrangements. The antiparallel alignment may
occur in a variety of ways (Scheme 1), and in spite of all
variability the alignment preference in essence depends
on the difference of sums of terms between equal or
different intermolecular bonding partners: Is E(ArX∼ArX)
+ E(ArY∼Ary) better than two E(ArY∼ArX)? Is the sum of
intralayer head group interactions E(X∼X) + E(Y∼Y) better
or worse than two Y∼X interactions? These questions can
be answered qualitatively based on insights from the
mixing of liquids. Pure pair interactions are usually favored
over mixed pair interactions, and this tendency increases
with the difference between the pure pair interactions:
|E(X∼X) - E(Y∼Y)| ) ε. If the steric demands of X and Y
are similar, formation of polar two-dimensional layers
should thus be quite possible with beloamphiphiles for
which the difference in lateral attraction (favors parallel)
exceeds the difference in the dipole-dipole interaction
(favors antiparallel).


The interlayer interactions (Table 1, right columns)
between parallel and antiparallel BAMs, respectively,
involve “nothing but mixed” or “mixed and pure” interac-
tions, respectively. The intra- and interlayer interactions
of any pair (X∼X, Y∼Y, X∼Y) obviously are not the same
(geometry, anisotropy). Nevertheless, it becomes concep-
tually reasonable to state the hypothesis that the driving
forces for layer formation and layer stacking are in
opposition: Pure pair interactions favor parallel alignment
in layers, while they reduce interlayer binding. Mixed
interactions favor antiparallel alignment in layers but
provide for better interlayer interactions. To solve the
dipole alignment problem one must therefore pinpoint
this balance: Intralayer lateral interactions should be just
large enough to make polar layers while still allowing polar
stacking of the layers!


Prototypes and Design Refinements
Synthesis and Crystallization. Initially, we synthesized
series of (RO,X)- and (RR′N,X)-azines Y-Ph-MeCdN-Nd


CMe-Ph-X. All of the (RR′N,X)-azines we prepared
formed nonpolar crystals, and we published the structure
of the (H2N,F)-azine as one such example.29 Our first
success came in 1995 with Chen’s (MeO,Br)-azine:30


Chen’s azine forms perfect polar parallel beloamphiphile
monolayers (PBAM, Figure 2) and the PBAMs stack with
near-perfect polar alignment in the third dimension
(Figure 3). In 2000 we reported the polar structures of the
(MeO,Cl)-31 and (MeO,I)-azines32 (Figure 2), and recent
efforts have focused on (RO,Hal)-azines with R ) Et, Pr,
..., Dec, and Ph.33,34 The beloamphiphile monolayers
(BAMs) formed by the (EtO,Br)- and (iPrO,Br)-azines are
shown in Figure 2, and the crystal structures of the two
perfectly aligned (DecO,Br)- and (PhO,Br)-azines are
illustrated in Figure 3. Overall, our work has resulted in
the fabrication and structural characterization of 15 highly


parallel-aligned materials, and 7 of these crystals feature
perfect polar order. Symmetrical azines allow for studies
of X∼X and ArX∼ArX interactions, conformational proper-
ties, and electronic structures, and these azines are the
essential reference to assess asymmetrization effects. We
studied a variety of (X)2-azines, including X ) CH3,35 H,36


Hal,37,38 and others.39,40


The idea of dipole minimization has been central to
our design, and this hypothesis was tested. We first
showed that solid-state structures cannot be used for this
analysis (even though this is common practice) because
the effects of intramolecular charge transfer in ground


FIGURE 2. Parallel beloamphiphile monolayers of (MeO,Br)-azine
(top left), (MeO,I)-azine (top right), and (MeO,Cl)-azine (center left)
and antiparallel beloamphiphile monolayers of (MeO,Cl)-azine (center
right), (EtO,Br)-azine (bottom left), and (iPrO,Br)-azine (bottom right).


FIGURE 3. Polar order in (MeO,Br)-azine (left), (DecO,Br)-azine
(center), and (PhO,Br)-azine (right).
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states are too small to manifest themselves in observable
structural effects.41 NMR studies (1H, 13C) in a variety of
solvents42,43 and electronic structure analyses41 firmly
established that the electronic communication across the
azine bridge is marginal in the acetophenone azines.
Studies of symmetrical and unsymmetrical 2,5-diphenyl-
2,4-hexadienes are underway,44 and the results also will
provide information on the concept of dipole minimiza-
tion in azines.


Lateral Offsets, Twists, and Double T-Contacts. Azines
provide for lateral offset (LatOS), that is, the local C2 axes
of the para-disubstituted arenes do not coincide (Scheme
2). Lateral offset has major consequences for the crystal
architecture, and these include the possibility for occur-
rence of double T-contacts.


Twists about the N-N and C-Ph bonds in acetophe-
none azines cause the arenes to be nearly perpendicular
and enable each azine to engage in four “double T-
contacts” of the (ef|fe)-type.45 For a pair of diarenes, the
(12|34)-abbreviation specifies for each arene whether it
acts as “face” or “edge” in a T-contact, (12| refers to one
molecule and |34) to the other, and it is understood that
arene 1 interacts with arene 3 and arene 2 with arene 4.
Each azine engages in two types of (ef|fe) contacts, and
the “open” and “closed” contacts are exemplified in Figure
4. Open and closed contacts alternate in both layer
directions. For these contacts to be most efficient, the
molecules require a more or less constant cross-section
along the long axis of the molecule.


Unequal Lateral Offsets and Polarity Anisotropy. The
(ef|fe) interactions of a twisted molecule with lateral offset
(E) with its neighbors (enantiomer E′) are different in the
two layer directions if the components of the lateral offset
are unequal. This is true for open and closed interactions
alike. Should the components of the lateral offset happen
to be equal, then the same interactions are possible in
both layer directions. For unsymmetrical azines, there is
every reason to expect unequal components of the lateral
offset.


The (EtO,Br)- and (iPrO,Br)-azines form nonpolar anti-
parallel beloamphiphile monolayers (APBAMs) but main-
tain polar sheets (Figure 2)! The polar sheets alternate in
(iPrO,Br)-azine, whereas the crystal structure of (EtO,Br)-
azine features polar double sheets. The sequence of the


(MeO,Br)-, (EtO,Br)-, and (iPrO,Br)-azines thus exemplifies
the gradual loss of polar alignment in one layer direction
while maintaining polarity in the other. This polarity
anisotropy is certainly enforced and possibly caused by
the azines’ anisotropic lateral offsets.


Interlayer Halogen Bonding and Layer Stacking. The
(MeO,Hal)-azines share a common crystal architecture
but differ in details. Crystals of the (MeO,I)- and
(MeO,Br)-azines contain one or two independent mol-
ecules, respectively, but both contain one kind of layer.
The (MeO,Cl)-azine features four independent azines and
two kinds of layers. Each (MeO,Cl) layer contains two
independent molecules, much like a (MeO,Br)-azine layer,
but only one (MeO,Cl) layer is perfectly aligned (Figure 2,
left center) while the other layer (Figure 2, center-left)
shows reproducible orientational disorder in one of the
two molecules. The (MeO,Cl)-azine thus reveals in a
compelling fashion the importance of interlayer halogen
bonding in these crystals and also provides a rationale as
to why we have not been able to crystallize the (MeO,F)-
azine.


Halogen atoms (I, Br, Cl) engage in attractive interac-
tions with N and O atoms, and this interaction is referred
to as halogen bonding.46 The directionality of interlayer
halogen bonding (Figure 5) effects the stacking of the
layers in the (MeO,Hal)-azine.3,43 This insight suggested
that replacement of the MeO group by the larger DecO
or PhO groups and avoidance of directional halogen
bonding might optimize the alignment in the stacking
direction. We synthesized and crystallized the (DecO,Br)-
and (PhO,Br)-azines and, indeed, Knotts’s and Lewis’s
azines feature perfect polar order (Figure 3).


Longitudinal Offsets, Stacking Options, and Lattice
Energies. The idealized displays of the beloamphiphile


FIGURE 4. Double (ef|fe) T-contacts can be either “open” (top) or
“closed” (bottom).


FIGURE 5. Crystals of (MeO,I)-azine feature perfect PBAMs and
near-perfect parallel alignment in the stacking direction due to the
directionality of interlayer halogen bonding.
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monolayers in Scheme 1 show all molecules exactly side
by side. In reality, neighboring molecules may show
longitudinal offset along the long molecular axis (LonOS),
there might be several offsets in one direction (LonOS#),
and offset(s) in one layer direction (LonOS#) might be
accompanied by offset(s) in the second direction
(2LonOS#).


If the longitudinal offset is modest, the layer retains
its essential features and its surfaces remain “flat” (Scheme
3). As the longitudinal offset increases to reach or surpass
one-half of the amphiphile’s length m, it becomes advan-
tageous to consider comb-type layers. Comb-type BAMs
can be constructed in various ways, and as with ideal-flat
layers, ideal-comb layers stand out because the molecules’
long axes are perpendicular to the layer surfaces. The
ideal-comb shown in Scheme 3 was constructed with
alternating offsets LanOS1 ) 2/5m and LanOS2 ) 3/5m.
Some relevant beloamphiphile monolayers with longitu-
dinal offsets are shown in Scheme 4.


The longitudinal offsets in the polar azines are modest,
and their layers are flat but not ideal-flat (Figure 2). The
polar stacking of ideal-flat PBAMs must result in perfect
polar alignment, while the stacking of flat PBAMs may give
perfect or near-perfect polar alignment in the stacking
direction, and the outcome depends on surface features.
For example, halogen bonding is the likely cause for the
near-perfect stacking of the flat layers of the (MeO,Br)-
azine, while the flat layers of (DecO,Br)- and (PhO,Br)-
azines stack with perfect polar order (Figure 3).


Longitudinal Offsets and Synthon Variations. As the
longitudinal offset increases in a flat layer, interlayer
interactions increase and lateral interactions change with
regard to type and strength. Lateral X∼X and Y∼Y interac-
tions decrease and new lateral synthons occur (e.g., ArX∼X,
Az∼ArX, ..., shaded blue and orange in Table 1). As the
offset increases even more, still other synthons occur (e.g.,
Az∼X,..., shaded light blue and sand). To fully take
advantage of this complexity requires recognition and
characterization of all occurring synthons and their
strengths and anisotropies.47


As a first step to learning about Az∼ArX interactions,
we studied the quadrupole moment of formaldazine,
H2CdN-NdCH2.48 The component Qzz ) -25.6 DÅ is
largely due to the π system, compares on a per electron
basis with Qzz of benzene, and is representative of the
quadrupole moment tensor component along the C2 axis
of the azine bridge. Hence, this study suggests that azine
moieties engage in strong quadrupole-quadrupole inter-
actions with neighboring azine moieties and with arenes
and that Az∼Az and Az∼Ar interactions are significant
lateral synthons.


Idioteloamphiphile Monolayers and Beloamphiphile
Design. Monolayers of the (Cl)2-, (Br)2-, (I)2-, and (MeO)2-
azines are shown in Figure 6 and relevant IAM types in
Scheme 5.


All (X)2-azines form structures with flat layers, and there
are significant differences within the layers and their
stacking.49 The (I)2-azine forms flat IAMs, and their stack-
ing is near perfect. While the (Cl)2- and (Br)2-azines realize
the same IAM type, the IAMs of the (Cl)2-azine stack
perfectly and the stacking in the (Br)2-azine is near perfect.
The internal structures of the IAMs are particularly
interesting in these two cases, and the packing of the
halogens is emphasized in the right column of Figure 6.
These are complex surfaces with double-stripe flat char-
acteristics in one layer direction (LonOS ≈ 2/5m) and
ideal-comb characteristics in the other layer direction
(alternating offsets 2LonOS1 ≈ 1/5m and 2LonOS2 ≈
4/5m). The result is an “X-layer” that is two X-atoms deep,


Scheme 3. Depending on the Magnitude of the Longitudinal Offset,
LonOS, It Is Conceptionally Advantageous To Discuss
Nonalternating (“flat”) and Alternating (“comb”) Layers


Scheme 4. Types of Longitudinal Offsets in Polar PBAMs and
Nonpolar APBAMsa


a The flat and comb PBAMs, respectively, illustrate the (MeO,Hal)-
azines and (nBu,CN)-diphenyl, respectively. The APBAMs illustrate
(iPrO,Br)-azine (flat) and (MeO,X)-azines (ideal-comb, X ) NO2, CN).
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and therefore, the interlayer interaction involves X atoms
in three layers.


The idioteloamphiphile monolayer formed by the
(MeO)2-azine is an excellent example of a comb-type layer
with large longitudinal offset (LonOS > 3/5m). Double
T-contacts are realized in one layer direction but not in
the other, and instead, lateral Az∼X and ArX∼X interac-


tions become important, lateral X∼X interactions are
avoided, and chain-forming (f|ef|e) contacts occur. In an
(f|ef|e) contact, both arenes of one azine form T-contacts
with arenes of two neighboring azines.


Future beloamphiphile designs will benefit from such
insights about IAMs, but they will have to inform the
designs with prudence. While it appears that the choice
of halogens as head group was a particularly good one;
in hindsight, one wonders whether one would have
considered the MeO group as the polarity maker it turned
out to be! The BAMs of Figure 1 are formed in spite of the
MeO groups preference to avoid flat layers. We hope to
gain more insight soon by studying the structures of the
(DecO)2- and (PhO)2-azines.


Antiparallel Beloamphiphile Structures and Beloam-
phiphile Design. The (CN)2- and (NO2)2-azines are hardly
twisted, and neither forms IAMs. Instead, the cyano-azine
forms one-dimensional sheets with (f|ff|f) contacts, and
the sheets are stacked with almost orthogonal orientations
of the long axes in neighboring sheets. The crystal
structure of the nitro-azine shows a related architecture
and also relies on (f|ff|f) contacts. Would it be possible to
build BAMs if one were to combine either one of these
groups with the methoxy group?


We synthesized the (MeO,CN)- and (MeO,NO2)-azines,
and their structures exemplify ideal-comb antiparallel
beloamphiphile layers (Figure 7).30 This is actually quite
intriguing! The D-A systems are twisted even though the
respective A-A systems are not, and these observations
provide further corroboration of the azine’s conjugation
stopper capacity and the double T-contact’s driving force
to form BAMs. Nevertheless, the lateral interactions are
not strong enough to form PBAMs. These crystals feature
polarity alternation in both layer directions (checkerboard,
Scheme 4, bottom-right) and complement the exposition
of the APBAMs with polarity alternation in just one layer
direction (e.g., (iPrO,Br)-azine).


Biphenyl-Based Beloamphiphile Monolayers and Cy-
ano Strategy. Aside from the azines, a handful of molec-
ular materials are known that crystallize with polar order.
We cited these materials elsewhere3,45 and pointed out that
they vary greatly in their constitutions, they were all
discovered by different groups, and none of these discov-
eries led to repetition, refinement, and/or conceptualiza-
tion. Only the para-disubstituted biphenyls stand out in
that two polar (X,Y)-biphenyls were published by two
groups (Figure 8). Haase50 reported the crystal structures
of the (RO,CN)-biphenyls (R ) Me, Et, nPr, nBu), and


FIGURE 6. Interlayer interactions in idioteloamphiphile monolayers
(top to bottom): (Cl)2-, (Br)2-, (I)2-, and (MeO)2-azines.


Scheme 5. Types of Longitudinal Offsets in IAMsa


a The two structures on the right feature longitudinal offset only in
one layer direction and are ideal-flat in the other. The structure on the
left features offsets in both layer directions. The illustrations show the
structures of the (Br)2- and (Cl)2-azines, (I)2-azine, and (MeO)2-azines,
respectively.


FIGURE 7. Antiparallel beloamphiphile monolayers (APBAMs) of
(MeO,CN)-azine (left) and (MeO,NO2)-azine.
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crystals of (nBu,CN)-biphenyl are polar. In addition, Zyss51


reported the polar structure of (Me2N,CN)-biphenyl.
Hence, it was a natural choice to apply the lessons learned
from the azine studies to the engineering parallel-aligned
polar biphenyls.


(nBuO,CN)-Biphenyl exemplifies the PBAM-type “comb
with a kick” (Scheme 5), and it is closely related to the
IAM-type exemplified by the (Cl)2- and (Br)2-azines. Non-
polar (RO,CN)-biphenyls feature intra- and interlayer,
antiparallel R-CN‚‚‚NC-R attractions with sideways off-
set. The RO size effects the spacing of the CN groups, and
as RO grows in size, it apparently becomes better to form
PBAMs with (more) offset-parallel (R-CN)2 attractions.
(Me2N,CN)-Biphenyl forms polar, ideal-comb layers, and
its structure is consistent with optimizing parallel-offset
(R-CN)2 contacts. If this conception is true and general,
the polar (RnX,CN)-biphenyls might be first prototypes of
a more general strategy to polar order that is focused on
one dominant headgroup Y and the forcing of (more)
intralayer Y∼Y interactions (favors polar) instead of intra-
and interlayer Y-Y interactions (favors nonpolar). More-
over, this conception of (RO,CN)-biphenyls provides infor-
mation on azine studies as it suggests that (RO,CN)-azines
might become polar as R increases (in spite of the non-
polarity of (MeO,CN)-azine). This hypothesis is testable.


The biphenyl implementation of the “cyano-strategy”
relies on weak interlayer interactions along the stacking
direction of the polar PBAMs. A more general strategy for
formation of biphenyl-based PBAMs would employ not
just X and Y as polarity makers but also both head groups
as interlayer synthons. Indeed, the crystal structure of
(MeO,COMe)-biphenyl features polar stacking of flat polar


layers and demonstrates a first success of this more
general strategy.52 It will be of interest to study (RO,Hal)-
biphenyls.


Conclusion
The polar crystals presented are ascendants of a new
generation of highly anisotropic functional materials with
perfect polar order. The astounding capabilities of such
materials are illustrated in Figure 9: The nonlinear optical
response of a microcrystalline powder sample of the polar
(DecO,Br)-azine is visible even by the naked eye!34


The premise was taken from an essay53 on software
design, and similar thoughts apply to the rational design
of materials. We clearly state our goals, describe and
pursue rational strategies, and continuously examine and
reassess all assumptions. While never guaranteed, success
is almost inevitable when a rational approach is combined
with somewhat adventurous and venturesome option
selection during implementation. The rate of success has
been accelerating with every success because of the
benefits provided by the co-evolutionary spiral of design
and deep prototype analysis. We have come to enjoy
working on complex systems enormously; as complexity
grows hardly anything remains impossible.


We thank Dr. Charles Barnes for his skillful crystal structure
analyses. This work was supported by the ACS Petroleum Research
Fund (27139-AC4) and the MU Research Council and Board (URC-
98-058, URC-99-069, RB #2358).
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ABSTRACT
This Account describes a new paradigm for the relationship
between the geometry of metallic nanostructures and their optical
properties. While the interaction of light with metallic nanoparticles
is determined by their collective electronic or plasmon response,
a compelling analogy exists between plasmon resonances of
metallic nanoparticles and wave functions of simple atoms and
molecules. Based on this insight, an entire family of plasmonic
nanostructures, artificial molecules, has been developed whose
optical properties can be understood within this picture: nano-
particles (nanoshells, nanoeggs, nanomatryushkas, nanorice), multi-
nanoparticle assemblies (dimers, trimers, quadrumers), and a
nanoparticle-over-metallic film, an electromagnetic analog of the
spinless Anderson model.


Introduction
The vivid, beautiful optical properties of nanostructured
metals have been known since antiquity, long before our
first scientific understanding of the interaction between
light and metals. One of the initial achievements of
classical electromagnetic theory, in fact, was the theoreti-
cal analysis of the interaction of light with tiny gold
spheres, predicting their absorption of light in the blue-


green region of the spectrum, a property that gives rise
to the intense red color of ruby glass.1 In subsequent
decades, there has been a great deal of interest in the role
of quantum size effects on the physical properties of metal
particles, with a primary focus on how metallic behavior
develops with increasing particle size starting from the
atomic state.2


The optical properties of metallic nanostructures are
determined by the collective oscillations of their conduc-
tion electrons with respect to the positive ion background,
known as plasmons.3,4 It has recently become apparent
that the plasmons of metallic nanostructures, while
describable by classical electromagnetic theory, exhibit
certain characteristics that are analogous to electrons in
quantum systems. This is seen most clearly in complex
nanostructures, where plasmons on neighboring struc-
tures or surfaces interact, for then the plasmons mix and
hybridize just like the electron wave functions of simple
atomic and molecular orbitals. This property, one that we
have termed “plasmon hybridization”, governs the optical
properties of metallic nanostructures of increasingly
complex geometries, providing the scientist with a power-
ful and general design principle that can be applied to
guide the design of metallic nanostructures and to predict
their resonant properties.5 Although similarities between
plasmons in nanostructures and atomic and molecular
wave functions have long been a casual observation of
workers in this field, it is only recently, when break-
throughs in the controlled chemical fabrication of metallic
nanostructures of various shapes and sizes have been
combined with powerful computational methods, that this
analogy has been realized, verified, and subsequently
exploited in the design of complex plasmonic nanostruc-
tures.


Plasmon hybridization theory deconstructs a composite
nanostructure into more elementary shapes and then
calculates how the plasmon resonances of the elementary
geometries interact with each other to generate the
hybridized plasmon modes of the composite nanostruc-
ture. This theory enables scientists to draw on decades of
intuition from molecular orbital theory to correctly predict
the plasmonic response of complex nanostructures. In this
Account, we show how the plasmon hybridization picture
has been applied to both predict and analyze the plas-
monic properties of metallic nanostructures, artificial
molecules, of various geometries. The resulting optical
properties of plasmonic nanostructures are in many ways
complementary to those of semiconductor nanocrystals,
quantum dots, frequently referred to as artificial atoms
because the discrete narrow lines of their light emission
spectrum are determined by particle size, a direct mani-
festation of their particle-in-a-box-like energy states.6,7
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Our starting point is the nanoshell: a spherical nano-
particle whose optical resonances are determined by the
inner and outer radius of its metallic shell layer.8,9 The
unusually sensitive dependence of the optical resonance
of a nanoshell on the relative inner and outer shell
dimensions provided the initial observation that led to our
development of the plasmon hybridization picture.
Nanoshells with an offset core, or “nanoeggs”, show how
the selection rules that govern the mixing of plasmonic
states in the nanoshell geometry can be modified under
reduced symmetry.10 The plasmon hybridization picture
extends naturally to more complex multilayer nanoshell
structures, such as a nanoshell embedded within a
nanoshell, or a “nanomatryushka”,5,11 and to prolate
spheroidal nanoparticles, or “nanorice”.12 The plasmon
resonances of simple ordered assemblies of metallic
nanoparticles, for example, nanoparticle dimers, trimers,
and quadrumers, where group theory can be applied to
classify plasmon modes using the irreducible representa-
tions of point groups, exhibit another valuable analogy
with molecular orbital theory.13-15 Finally, the plasmon
hybridization picture is applied to the interaction between
the localized plasmon resonances of a metallic nanopar-
ticle and the extended propagating surface plasmons of a
metallic film.16 This geometry is the photonic analog of
the spinless Anderson-Fano model, which describes
phenomena such as chemisorption.


The Incompressible Fluid Model
Plasmon hybridization considers the conduction electrons
of a metal to be a charged, incompressible, and irrota-
tional fluid sitting on a rigid, uniform, and positive
background charge representing the fixed ion cores
(Figure 1). The deformation of the fluid can be expressed
in terms of a scalar function, η. Infinitesimal deformations
in this fluid give rise to a surface charge density that
interacts electrostatically, and plasmons are considered
to be the self-sustained oscillations of this electron fluid.
The Lagrangian for such a system is


where n0 is the electronic density of the conduction


electrons, me is the mass of an electron, and σ is the
surface charge density,


and the integrations are performed over all surfaces of the
metal. The plasmon modes of the systems are obtained
from the Euler-Lagrange equations.


Nanoshell Plasmons: The Sphere-Cavity
Model
In striking contrast to the plasmonic resonances of solid
metallic nanostructures, which exhibit only a weak de-
pendence on particle size or aspect ratio, the plasmon
resonances of a nanoshell are a sensitive function of the
nanoparticle’s inner and outer shell dimensions. While
this is a property that can be calculated using elec-
tromagnetic theory, it has also recently been verified
using ab initio quantum mechanical electronic structure
methods.17-20 This convergence between electronic struc-
ture and electromagnetic theory provides a prime example
of the validity of the plasmon hybridization picture.


The geometry-dependent nanoshell plasmon reso-
nances result from the interaction between the essentially
fixed frequency plasmon response of a sphere and that
of a cavity (Figure 2A).5,21 The sphere and cavity plasmons
are electromagnetic excitations at the outer and inner
interfaces of the metal shell, respectively. Because of the
finite thickness of the shell layer, the sphere and cavity
plasmons interact with each other and hybridize in a way
analogous to the hybridization between atomic orbitals.


FIGURE 1. Illustration of the incompressible, irrotational fluid of
conduction electrons of a finite metallic particle. The surfaces Σ′
and Σ′′ are the maximum and minimum boundaries of the fluid, and
Σ denotes the nanoparticle boundary.


L )
n0me


2 ∫η∇Bη dS - 1
2∫σ( rb)σ( rb′)


|rb - rb′| dS dS′, (1)


FIGURE 2. Energy level diagrams (A) depicting plasmon hybridization
in metal nanoshells resulting from interacting sphere and cavity
plasmons with the two hybridized plasmon modes being an anti-
symmetric or “antibonding” plasmon (ω+) and a symmetric or
“bonding” plasmon resonance (ω-) and (B) illustrating the depen-
dence of nanoshell plasmon energies on the strength of the
interaction between the sphere and cavity plasmons, determined
by the thickness of the metallic shell.


d
dt
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dη
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As illustrated in Figure 2, this interaction results in the
splitting of the plasmon resonances into two new reso-
nances, the lower energy symmetric or “bonding” plas-
mon (ω-) and the higher energy antisymmetric or “anti-
bonding” plasmon (ω+). The strength of the interaction
between the sphere and cavity plasmons is controlled by
the thickness of the metal shell layer (Figure 2B).


For simplicity, we assume that the conduction electrons
form a uniform electron gas of density n0 with a bulk
plasmon frequency ωB ) (4πe2n0/me)1/2. The cavity plas-
mon frequency can be expressed as ωC,l ) ωB((l + 1)/(2l
+ 1))1/2 and the sphere plasmon has a vibration frequency
ωS,l ) ωB(l/(2l + 1))1/2, where l refers to the multipolar
symmetry of the plasmon mode. In a nanoshell, the
deformation fields associated with the cavity and sphere
plasmons introduce surface charges at both the inner and
outer boundaries of the shell. These surface charges
couple the sphere and cavity modes, resulting in hybrid-
ized plasmons. The hybridization of the cavity and the
sphere plasmons depends on the difference in their
energies ωC,l and ωS,l and on their interaction, which is
determined by the thickness of the shell.


To describe the geometry of a nanoshell, we adopt the
notation (a,b) to indicate the inner radius a and the outer
radius b of the shell. The hybridization between the cavity
and sphere plasmons gives rise to two hybridized plasmon
modes |ω+〉 and |ω-〉 for each l > 0. For a vacuum core,
the frequencies of these modes are


The |ω+〉 mode corresponds to antisymmetric coupling
between the sphere and cavity modes, and the |ω-〉 mode
corresponds to symmetric coupling between the two
modes. The lower energy |ω-〉 plasmon interacts strongly
with the incident optical field, while the |ω+〉 mode
interacts weakly and, in the case of Au, is further damped
by interband transitions at energies above the d-band to
Fermi energy optical transitions at approximately 2.3 eV.


The validity of this expression for the nanoshell plas-
mon energies has been explicitly verified using fully
quantum mechanical calculations.19,20 Although the result-
ing plasmon energies are the same as what would be
obtained from a Drude dielectric function and classical
Mie scattering theory in the nonretarded limit, the present
treatment very clearly elucidates the nature of the nanoshell
plasmon resonances and, in particular, the microscopic
origin of their sensitive dependence on geometry. For
example, this picture provides a simple and intuitive
explanation for why the energy of the optically active
plasmon resonance shifts to lower energies with decreas-
ing shell thickness: the decreased shell thickness leads
to a stronger coupling between the sphere and cavity
plasmons, increasing the splitting between the bonding
and antibonding hybridized plasmons.21 This result is in
quantitative agreement with Mie scattering theory, which
offers no such physical picture for this effect.


Several synthetic/fabrication routes have been devel-
oped for nanoshells. These include the reduction of


tetrachloroauric acid in the presence of sulfide ions, which
leads to the formation of a Au2S core followed by a
crystalline outer Au shell layer, as established by optical
measurements of the nanoparticle resonant response
during growth.8,22 Another successful synthesis consists of
a reduction of Au onto a solid Ag nanoparticle core
followed by electrochemical dissolution of the Ag core.23


In our work, a sequential growth method has been
developed that permits the independent synthesis of the
core and shell layers of the nanoshell structure. This
approach allows for a greater control over the monodis-
persity of both the core and the product nanoshell with
both high purity and high yield of the desired nanostruc-
ture.9 A schematic illustrating the sequential growth
method is shown in Figure 3A. The first step involves the


ωl(
2 )


ωB
2


2 {1 ( 1
2l + 1[1 + 4l(l + 1)(ab)2l+1]1/2}


FIGURE 3. (A) Schematic illustration of the silica-Au nanoshell
fabrication, (B) SEM and (C) TEM images of experimentally fabricated
nanoshells, (D) dark-field image of nanoshells dispersed on ITO with
an inset showing a SEM image of the individual nanoshell indicated
by arrow, (E) single-particle scattering spectrum of the nanoshell in
panel D and calculated scattering spectrum of a nanoshell of
geometry [r1,r2] ) [60,80] nm using Mie scattering theory, and (F)
vials containing aqueous solutions of (left-most vial) solid Au
nanospheres and silica-Au nanoshells.
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functionalization of silica nanoparticle cores with amino-
propyltrimethoxysilane. This terminates the silica nano-
particle with an amine-rich layer, which allows the
anchoring of ultrasmall (1-2 nm diameter) Au islands
onto the Au surface. Further Au is reduced onto this
parent structure until a complete metallic shell layer is
formed (Figure 3B,C). The shell thickness can be precisely
controlled by adjusting the amount of Au deposited on
the surface of the silica nanoparticles. Nanoshells fabri-
cated by this method have excellent correspondence
between experimental and theoretical plasmon resonance
frequency (Figure 3D,E).


Nanoeggs
The plasmon hybridization picture has been applied to
the case of a nanoshell with an offset core, reduced-
symmetry nanoshells that we have termed “nanoeggs”
(Figure 4).10 For spherical nanoshells, plasmon hybridiza-
tion occurs only between cavity and sphere plasmon states
of the same multipolar index, denoted by l. However,
when the center of the inner shell radius is displaced with
respect to the center of the outer shell radius, this selection


rule is relaxed, and cavity and sphere plasmons of all
multipolar indices hybridize (Figure 4A). As a conse-
quence, all plasmon modes of this structure can be
optically excited, even in the dipole limit, resulting in a
strongly multipeaked and red-shifted plasmonic response
that increases in structure and complexity with increasing
core-shell displacement, D.


Nanoeggs are experimentally fabricated by anisotro-
pically depositing additional metallic Au onto already
fabricated silica-Au concentric nanoshells (Figure 4B,C).
The Au nanoshells are first immobilized onto poly(vinyl
pyridine)-functionalized glass substrates as a monolayer
of isolated nanoshells. The nanoshell films are subse-
quently immersed in an aqueous solution containing an
appropriate amount of chloroauric acid and potassium
carbonate, where the addition of formaldehyde then
initiates the electroless plating of Au onto the nanoparticle
surfaces. The films are subsequently removed from the
plating solution, rinsed, and dried. As a result, all the
nanoeggs fabricated in this manner have the same ori-
entation on the glass slides, with the point of contact with
the glass substrate corresponding to the minimum in shell


FIGURE 4. (A) Schematic of plasmon hybridization in a nanoshell (left) and a nonconcentric nanoshell or “nanoegg” (right), TEM images of
(B) a nanoshell and (C) a nanoegg, (D) normalized single-particle dark-field scattering spectra of a nanoshell (black [a, b] ) 94, 103 nm) and
four different individual nanoegg particles with different core offsets (colored spectra), and (E) theoretical absorption spectra as function of
offset D obtained by the plasmon hybridization method for [a, b] ) 39, 48 nm Au nanoshell with a vacuum core.
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thickness for each nanoparticle. Increasing the time
duration of the plating process results in an increase in
the effective core offset of each nanoegg particle. As the
offset between the center of the inner and outer shell
radius increases, the optical spectrum broadens and
includes additional peaks adjacent to the original dipolar
plasmon resonance, revealed in the single-particle UV-
visible spectra of individual nanoeggs of increasing asym-
metry (Figure 4D,E). The experimentally obtained optical
spectra of the individual nanoegg particles clearly show
this characteristic offset-dependent multipeaked spec-
trum.


Nanomatryushkas
This structure is a concentric nanoshell composed of a
dielectric core with alternating layers of metal, dielectric,
and metal, essentially a nanoshell encased within another
nanoshell, inspiring its alternative Russian name of
“nanomatryushka” (Figure 5).5,11 The plasmon response
of this structure can be understood as a hybridization of
the plasmon resonances of the inner and outer nanoshells.
As illustrated in Figure 5A, for each multipolar symmetry,
there are four linearly independent, incompressible charge
deformations (plasmons). The interaction results in four
hybridized plasmon resonances. The thickness of the
dielectric spacer layer, |a2 - b1|, controls the strength of
the coupling between the inner and the outer nanoshell,
whose plasmon resonances can each be tuned indepen-
dently. The resulting plasmon resonances are in exact
agreement with classical Mie scattering theory.


The nanomatryushka geometry can be experimentally
realized by first growing a uniform nanoscale layer of gold
around a silica nanoparticle core, then coating this
nanoparticle with a silica layer of controlled thickness,
followed by a second thin shell layer of gold (Figure 5B).5,11


Figure 5C shows the hybridized plasmon response of
concentric nanoshells for the case of strong hybridization
between the inner and outer metallic shell layers. Spec-
trum 1 shows the experimental and theoretical extinction
spectrum for the isolated inner shell plasmon |ω-,NS1〉.
Spectrum 2 is the theoretical extinction spectrum of the
isolated outer shell plasmon |ω-,NS2〉, calculated as though
the inner shell structure was replaced wholly by a dielec-
tric (silica) core. Spectrum 3 is the experimental and
theoretical extinction for the concentric nanoshell: here
the |ω-


+
,CS〉 and |ω-


-
,CS〉 plasmons are clearly apparent.


Nanorice
This hybrid nanoparticle combines the tunable plasmonic
characteristics of nanorods and nanoshells into a single
geometry.12 A nanorice particle is composed of a spindle-
shaped, nonmagnetic hematite core coated with a con-
tinuous nanometer-thick Au shell (Figure 6A). This di-
electric core-metallic shell prolate spheroid nanoparticle
bears a remarkable resemblance to a grain of rice, inspir-
ing the name “nanorice” (Figure 6B). The fabrication of
nanorice involves seeded metallization of spindle-shaped
hematite nanoparticle cores. Small Au nanoparticles (∼2


nm in diameter) are immobilized onto the surface of
aminopropyltrimethoxysilane functionalized cores at a
nominal coverage of ∼30%. The immobilized Au colloids
act as nucleation sites for electroless Au plating onto the
surface of core particles, leading to the gradual formation


FIGURE 5. (A) Concentric nanoshell geometry (left) with concentric
radii of core (a1), inner shell (b1), spacer layer (a2), and outer shell
(b2) where ε1 and ε3 are assumed to be SiO2, ε2 and ε4 are Au, and
ε5 is embedding medium and energy level diagram (right) of the
hybridization of the inner and outer nanoshell plasmons in this
structure, (B) SEM images of (a) inner nanoshell, consisting of a
silica core layer and a gold shell layer of 800 nm total diameter, (b)
silica encapsulated core (235 nm silica layer), (c) seeded silica-
coated nanoshell with Au colloid, and (d) complete concentric
nanoshell with total particle diameter 1.4 µm, and (C) experimental
(blue) and theoretical (red) extinction spectra for concentric nanoshells
(3) and inner (1) and outer (2) nanoshell plasmon resonances for a
geometry with strong hybridization between inner and outer nanoshell
plasmon. Peak positions in spectra are marked for clarity. The
theoretical extinction spectra were calculated using Mie scattering
theory.
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of a continuous and complete Au shell layer. Within this
hybrid nanoparticle geometry, we see that the plasmon
tunability arising from varying the thickness of the shell
layer is far more geometrically sensitive than that arising
from varying the ellipticity of the solid parent nanostruc-
tures (Figure 6C).


To apply the plasmon hybridization picture to analyze
the resonances of this layered nanoparticle geometry, we
analyze the plasmon resonances of a solid metallic nano-
spheroid and a nanocavity of arbitrary ellipticity (Figure
6D). These are the two structures that support the parent
plasmons, which, when hybridized, give rise to the


transverse and longitudinal plasmon resonances of nano-
rice (Figure 6E,F). This is a generalization of the sphere-
cavity model to spheroidal structures of arbitrary ellip-
ticity. In Figure 6D, we show the dependence on aspect
ratio of the transverse and longitudinal plasmon reso-
nances of a Au spheroid and that of an elliptical hematite
cavity embedded in an infinite Au volume.


The reason why the cavity modes have lower energy
for aspect ratio ) 1 than the solid particle modes is the
large dielectric permittivity of the hematite core. Each of
these nanostructures supports longitudinal and transverse
plasmon resonances strongly dependent upon aspect


FIGURE 6. (A) Illustration of nanorice, (B) SEM image, (C) extinction spectra of nanorice longitudinal plasmon ∼1200 nm with different shell
thicknesses as particles dispersed and immobilized on poly(vinyl pyridine)-coated glass slides, fabricated on a hematite core with longitudinal
diameter of 340 ( 20 nm and transverse diameter of 54 ( 4 nm, (D) plasmon energy vs aspect ratio (major radius/minor radius) of the solid
prolate spheroid and prolate cavity (solid lines, longitudinal plasmon; dashed lines, transverse plasmon), and (E) longitudinal and (F) transverse
plasmon energies vs core aspect ratio for an aspect ratio of 4.575. The orange and blue lines indicate the plasmon energies of the solid
prolate spheroid and the prolate cavity modes, respectively. The black and green lines refer to bonding (ω-) and antibonding (ω+) plasmons,
respectively.
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ratio. As the aspect ratio increases, the energies of the
longitudinal plasmon of the solid spheroid and the
transverse plasmon of the cavity decrease, while the
energy of the longitudinal plasmon of the cavity and the
transverse plasmon of the spheroid increases. Varying the
aspect ratio of the cavity and spheroid significantly shifts
the relative energy of the cavity and spheroid parent
plasmon modes, which ultimately affects the way in which
the cavity and spheroid plasmon states hybridize in the
nanorice geometry.


Figure 6E,F shows the longitudinal and transverse
plasmon frequencies of nanorice as a function of the
aspect ratio of the core for a fixed outer aspect ratio of
4.575, which corresponds to the experimentally realized
nanorice (denoted by the dashed vertical red line in Figure
6D). The nanorice plasmon resonances shift as the aspect
ratio of the core is varied. As the aspect ratio of the core
decreases, the hybridization between the cavity and
spheroid modes becomes progressively stronger, resulting
in larger energy gaps between the bonding and antibond-
ing plasmon modes. The lower energy “bonding” plasmon
modes of nanorice are much more sensitive to the core
and shell dimensions than the “antibonding” plasmon
modes for both the longitudinal and the transverse case.
In particular, the “bonding” plasmon extends toward zero
frequency in the thin shell limit for both the transverse
and longitudinal case. For longitudinal polarization, the
nature of the bonding plasmon is solid-particle-like and
that of the antibonding mode is cavity-like. For transverse
polarization, the situation is reversed. Only the solid-
particle-like plasmons couple strongly to incident light.


Multiparticle Plasmons: Dimers, Trimers,
Quadrumers, etc.
An important topic in the field of nanophotonics is how
the plasmon modes of nanoparticles change in the pres-
ence of other plasmonic particles. Plasmon hybridization
allows us to express the fundamental plasmon modes of
multi-nanoparticle systems as linear combinations of
plasmons of individual nanoparticles, in a manner analo-
gous to molecular orbital theory.


The defining characteristic of the plasmon hybridiza-
tion picture of systems of nanoparticle assemblies is the
interaction of a multipolar plasmon of one particle with
all other multipolar plasmons of the other particles.13-15


The term describing an interaction between the multipole
(l,m) on particle i with (l′,m′) on particle j is given by


where the integration is centered on particle i and done
over its radius R. The quantity rj is the distance from the
center of a separate particle j to a point on this surface.
Subscripts on Ω denote on which particle the coordinate
is centered. This term can be evaluated analytically using
the addition theorem of solid harmonics.24 The result gives
a distance relation that depends on 1/Dl+l′+1 where D is
the center to center separation of the two particles.


Due to the interaction of multipolar plasmons, the
plasmons of a multiparticle structure will in general have
a mixed multipolar composition. In particular, dipole
components mix into modes that are l ) 2 or higher in
the absence of such interactions. The dipole components
mix into the higher modes with the same symmetry that
they possess in the absence of interactions. For dimers,
the dipole plasmon modes can be categorized into those
parallel and perpendicular to the dimer axis and in aligned
or anti-aligned combinations. For a homodimer, the
excitable parallel modes are bonding plasmons and shift
to lower energies with decreasing dimer separation, while
the excitable perpendicular plasmon modes are antibond-
ing, shifting to higher energies with decreasing particle
separation. For a heterodimer (Figure 7) both the bonding
and antibonding modes for both polarizations can be
excited by light.


Because of the invariance of the interactions through
symmetry transformations for a specific structure, group
theory may be applied quite naturally to this analysis
(Figure 8). Symmetric linear combinations of plasmons
corresponding to the underlying symmetry of the system
were used to interpret and classify the modes of a
nanosphere trimer (group D3h) and quadrumer (group
D4h).15 These linear combinations were used to predict
which modes have a dipole moment for a given polariza-
tion and resulted in a significant simplification of the
problem. For the trimer, only E′ modes are visible for in-
plane excitations, and only A2′′ modes are visible for out-
of-plane excitations (Figure 8). For the quadrumer, Eu


modes are visible for the in-plane excitations, and A2u


modes are visible for the out-of-plane excitations. In both
cases, the in-plane modes shift to lower energies with
decreasing nanoparticle separation, while the out-of-plane
modes shift to higher energies with decreasing separation.


Nanoparticle on a Film: The Plasmonic
Anderson Model
The discrete, localized plasmon resonances of a metallic
nanoparticle can also interact with the continuum of
surface plasmons of a semi-infinite surface or a metallic
film.16,25 Such plasmon hybridization between a metallic
nanoparticle and an extended metallic structure can be
regarded as an electromagnetic analog of the spinless
Anderson-Fano model,26-28 the standard model used to
describe the interaction of a localized state with a con-
tinuum of delocalized states.


The interaction of metallic nanoparticles with adjacent
conducting surfaces has been of long-standing interest in
the context of plasmon propagation and near-field
enhancement.29-35 However, while the interaction be-
tween the nanoparticle plasmon and the film plasmon is
dependent on particle-substrate separation (Z),29,35-38 it
can also be controlled by the thickness of the underlying
metallic film substrate. For a discrete state interacting with
a continuum, the parameter determining the nature of the
resulting states is the effective continuum F(ω)V2(ω), where
F(ω) is the density of states of the continuum and V(ω) is


Il,m,l′,m′
i,j (R) ) 1


R2∫Yl,m(Ωi)Yl′,m′(Ωj)


rj
l′+1


dSi
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the coupling between the discrete state and a continuum
mode of energy ω. For a metallic film of finite thickness,
the effective continuum is a thickness-dependent con-
tinuous function of energy ranging from zero to the bulk
plasmon energy.16


The interaction regimes between the discrete plasmon
level of the nanoparticle and the continuum of surface


plasmon states of the metallic film are shown schemati-
cally in Figure 9. Here the three distinct regimes of
interaction are depicted. As in the quantum impurity
models, the interaction can result both in virtual reso-
nances at energies in the continuum and in localized
states at energies outside the continuum, that is, above
or below the band, depending on the continuum param-
eters. In the thick film case (T > 2Z), illustrated in Figure
9B, the effective film continuum lies above the nanosphere
plasmon energy. In this case, the effective continuum is
extremely narrow and the surface plasmon density of
states is highly degenerate. Hybridization between the
localized sphere plasmons and the sharp distribution of
surface plasmons around ωsp results in strong, localized,
low-energy “bonding” and higher energy “antibonding”
states. This is qualitatively similar to the hybridization of
a nanosphere outside a semi-infinite surface.25 For inter-
mediate film thicknesses (T ≈ Z), the nanosphere plasmon
energies lie within the effective surface plasmon con-
tinuum (Figure 9C). In this regime, the interaction results
in resonances, that is, a broadening of the discrete


FIGURE 7. (A) Schematic diagram of the dimer system and
calculated plasmon energies vs dimer separation for a heterodimer
composed of 10 and 5 nm spheres for (B) parallel and (C)
perpendicular polarization. Insets are schematics of the dipolar
interaction and the resulting dipole combinations for each polariza-
tion. The plasmons of heterodimers exhibit avoided crossings
because of broken symmetry.


FIGURE 8. Dipolar symmetry-adapted basis sets for a trimer derived
using group theory. The dipolar component of the plasmons
associated with one-dimensional representations is shown exactly,
and the dipolar component of the physical plasmons associated with
two-dimensional representations is a linear combination of the
corresponding basis sets.
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nanoparticle plasmons due to their possibility of transfer
into the film. In the thin film regime (T < Z/2), the
effective film continuum lies at lower energies than the
discrete plasmons of the nanosphere (Figure 9D). The


high-energy hybridized plasmon is a localized state above
the continuum and remains narrow: it is composed
primarily of the discrete nanoparticle plasmon resonances.
The broad low-energy feature illustrated by the arc is a
virtual resonance in the continuum. The virtual state is
composed of delocalized film plasmons of energies within
the effective continuum of surface plasmon states.


Experimentally, the thin film regime is the regime that
can be probed most straightforwardly by performing
optical transmission measurements on thin film-nano-
particle samples. The samples for experimental measure-
ments were constructed by immobilizing isolated Au
nanospheres on PVP-functionalized Au thin films (Figure
9). In the thin film regime, two hybridized plasmon
resonances are observed: a higher-energy resonance
corresponding to the localized state above the continuum
and a lower energy feature corresponding to the virtual
state in the continuum. The experimental observations are
in excellent agreement with the theoretical simulations.


Concluding Remarks
We have presented a conceptually simple and intuitive
picture that allows us to understand plasmons supported
by simple geometries and to predict the plasmon resonant
properties of geometries of increasing complexity. The
plasmon modes of a metallic nanostructure are a meso-
scale analog of molecular orbital theory, hybridizing in
precisely the same manner as individual atomic wave
functions in molecules. Applying the plasmon hybridiza-
tion model as a design principle to experimentally realiz-
able nanostructures provides a powerful platform for the
selective implementation of optimized optical properties
into structures and devices of mesoscale dimensions,
enabling widespread applications in optical nanodevice
construction, ultrasensitive molecular sensing, and bio-
medicine.
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